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SUMMARY

This supplementary material is organized as follows.
In §S1 we present additional results on the noncentrality parameter; in particular, we compare 10

the values of the noncentrality parameter cΨ for different Ψ under specific local alternatives.
Section S2 contains further simulation results. Three simulation studies are carried out to

verify the asymptotic distribution of Q(M) and to evaluate the performance of the proposed
method for selecting M .

Section S3 discusses tail index estimation in the empirical example. 15

In §S4 we give the proofs of Theorems 1 and 2, Corollary 1 and Lemmas A1–A3 from the
main paper, as well as two auxiliary lemmas, Lemmas S1 and S2.

In §S5 we present the proofs of Proposition 2 and Theorems 3 and 4, and also introduce and
prove Lemmas S3–S8.

Finally, §S6 contains the proofs of Theorems 5 and 6. 20

S1. ADDITIONAL RESULTS ON THE NONCENTRALITY PARAMETER

In this section, we calculate the value of the noncentrality parameter cΨ for local alterna-
tives of the following null hypotheses: (i) the autoregressive conditional heteroscedastic model
of order one, yt = εth

1/2
t , ht = ω0 + α0y

2
t−1, denoted by ARCH(1); and (ii) the GARCH(1, 1)

model, yt = εth
1/2
t , ht = ω0 + α0y

2
t−1 + β0ht−1. Three types of departures, st,n = G(|yt−2,n|), 25

|yt−2,n| and y2
t−2,n, are considered, and four transformations, Ψ(x) = G(x), sgn(x− 1), x and

x2, are studied. The innovation distributions that we consider include the zero-mean normal
distribution and Student’s t7, t5, t3, t2·5 and t1 distributions, which are standardized such that
median(|εt|) = 1. In addition, we consider the innovations resampled from the residuals of the
fitted GARCH(1, 1) model in §S6, and such cases are denoted by {ε̂t} in Tables S1–S4. For 30

the sign-based test, Qsgn(M), although the corresponding transformation Ψ(x) = sgn(x− 1)
is not differentiable at x = 1, we can verify that the result of Theorem 4 still holds with κΨ

replaced by 2g(1). We focus on the value of cΨ corresponding to the least absolute devia-
tions estimator (Peng & Yao, 2003) and approximate the quantities in ΥΨ and ΣΨ by sample
averages based on a generated sequence {y1, . . . , yn} with n = 100 000. We set M = 6 and 35

consider the following parameter settings: α0 = 0·03, 0·5 and 0·9 for the ARCH(1) model, and
(α0, β0) = (0·03, 0·2), (0·3, 0·2) and (0·03, 0·6) for the GARCH(1, 1) model; for all these cases,
ω0 is set to 1.

C© 2017 Biometrika Trust
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Table S1. Noncentrality parameter cΨ (×10) under different local alternatives of the ARCH(1)
model with (ω0, α0) = (1, 0·5), for Ψ(x) = G(x), sgn(x− 1), x and x2

st,n = G(|yt−2,n|) st,n = |yt−2,n| st,n = y2t−2,n

G sgn x x2 G sgn x x2 G sgn x x2

{ε̂t} 0·025 0·013 1E-04 6E-09 1·251 0·573 0·020 5E-05 472 177 73 1
t1 0·003 0·002 2·117 0·810 2639771 854755
t2·5 0·020 0·010 0·002 1·987 0·889 0·538 224222 91791 94406
t3 0·024 0·012 0·005 1·581 0·705 0·699 3038 1168 1794
t5 0·032 0·016 0·018 0·002 1·381 0·621 1·193 0·234 444 170 503 162
t7 0·037 0·017 0·027 0·006 1·322 0·587 1·361 0·519 211 79 271 151
Normal 0·052 0·023 0·053 0·028 1·262 0·550 1·601 1·196 84 33 121 112

Small numbers are written in standard form, e.g., 1E-04 means 1× 10−4.

Table S2. Noncentrality parameter cΨ (×102) under different local alternatives of the
GARCH(1, 1) model with (ω0, α0, β0) = (1, 0·3, 0·2), for Ψ(x) = G(x), sgn(x− 1), x and x2

st,n = G(|yt−2,n|) st,n = |yt−2,n| st,n = y2t−2,n

G sgn x x2 G sgn x x2 G sgn x x2

{ε̂t} 0·08 0·05 3E-04 2E-06 1·41 0·82 0·01 1E-04 24·90 13·47 0·45 7E-04
t1 3E-05 2E-05 2E-03 1E-03 99·52 70·96
t2·5 0·05 0·03 3E-03 1·17 0·70 0·13 31·38 17·89 8·45
t3 0·07 0·04 0·01 1·32 0·77 0·27 26·10 14·51 12·15
t5 0·10 0·05 0·03 3E-03 1·42 0·78 0·72 0·11 17·07 8·90 16·86 3·98
t7 0·11 0·06 0·05 0·01 1·42 0·77 0·93 0·26 14·35 7·24 16·96 7·91
Normal 0·15 0·07 0·10 0·04 1·36 0·69 1·25 0·74 9·32 4·43 13·62 12·80

Table S3. The transformation Ψ which results in the largest cΨ under dif-
ferent local alternatives of the ARCH(1) model with α0 = 0·03, 0·5 or 0·9

and ω0 = 1

st,n = G(|yt−2,n|) st,n = |yt−2,n| st,n = y2t−2,n

0·03 0·5 0·9 0·03 0·5 0·9 0·03 0·5 0·9
{ε̂t} G G G G G G x G G
t1 G G G G G G G G G
t2·5 G G G G G G x G G
t3 G G G x G G x G G
t5 G G G x G G x x G
t7 x G G x x G x x x
Normal x x G x x x x2 x x2

Tables S1 and S2 report the values of cΨ for the ARCH(1) model with α0 = 0·5 and the
GARCH(1, 1) model with (α0, β0) = (0·3, 0·2), respectively. It can be seen that G(x) dominates40

sgn(x− 1), and x dominates x2 in all cases. Moreover, G(x) dominates all of the transforma-
tions for heavy-tailed innovations, and even for moderate-tailed innovations, i.e., E(ε4

t ) <∞,
when the departure st,n is G(|yt−2,n|) or |yt−2,n|. Tables S3 and S4 give the transformation that
leads to the largest value of cΨ among the four transformations Ψ(x) = G(x), sgn(x− 1), x
and x2 in each parameter setting. We summarize the findings as follows. Firstly, G(x) is always45

the best transformation when st,n = G(|yt−2,n|), which is probably due to the matching of the
transformation and the form of the departure. Secondly,G(x) generally achieves more favourable
performance when the value of α0 or β0 is larger. Thirdly, for the case where the innovations are
resampled from the residuals of the fitted GARCH(1, 1) model, G(x) dominates all of the other
transformations except for one case.50
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Table S4. The transformation Ψ which results in the largest cΨ under different local alternatives
of the GARCH(1, 1) model with (α0, β0) = (0·03, 0·2), (0·3, 0·2) or (0·03, 0·6) and ω0 = 1

st,n = G(|yt−2,n|) st,n = |yt−2,n| st,n = y2t−2,n

(0·03, 0·2) (0·3, 0·2) (0·03, 0·6) (0·03, 0·2) (0·3, 0·2) (0·03, 0·6) (0·03, 0·2) (0·3, 0·2) (0·03, 0·6)
{ε̂t} G G G G G G G G G
t1 G G G G G G G G G
t2·5 G G G G G G x G G
t3 G G G G G G x G x
t5 G G G G G G x G x
t7 G G G G G G x x x
Normal G G G G G x x2 x x2
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Fig. S1. Q-Q plots forQ(6) underH0 against the χ2
6 distribution with 45◦ reference lines, for sample size

n = 1000 and {εt} following three different distributions.

S2. ADDITIONAL SIMULATION STUDIES

This section reports on three additional simulation experiments. The first two experiments
verify the asymptotic results of Q(M) under the null hypothesis and the local alternatives. The
third experiment evaluates the performance of the proposed Bayesian information criterion-type
method for selecting the order M for different joint test statistics. All estimation methods are the 55

same as those in § 5 of the main paper, unless specified otherwise.
First, to assess the performance of the chi-squared approximation for the asymptotic null dis-

tribution of Q(M), we generate 1000 replications with sample size n = 1000 from

yt = εth
1/2
t , ht = 0·01 + 0·03y2

t−1 + 0·2ht−1,

where {εt} follow the normal distribution with mean zero or Student’s t1 or t3 distribution, stan-
dardized such that median(|εt|) = 1. Figure S1 shows that the empirical quantiles of Q(6) well 60

match the quantiles of the chi-squared distribution with six degrees of freedom, i.e., χ2
6. Partic-

ularly, the points in the upper tails lie near the 45◦ reference lines, indicating close agreement
between the empirical and nominal sizes.

Second, to verify the asymptotic results of Q(M) under the local alternatives, we construct
Q̃(M) = (n1/2ρ̂− Υ̂ )TΣ̂−1(n1/2ρ̂− Υ̂ ), where Υ̂ and Σ̂ are consistent estimators of Υ and Σ, 65

respectively. By Theorem 3, we have that Q̃(M) is asymptotically distributed as χ2
M under H1n.

We consider the following local alternatives:

yt,n = εth
1/2
t,n , ht,n = 0·01 + 0·03y2

t−1,n + 0·2ht−1,n + n−1/2st,n,
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Fig. S2. Q-Q plots for Q̃(6) under H1n against the χ2
6 distribution with 45◦ reference lines, for three

sample sizes, n = 1000 (circles), 10 000 (triangles) and 50 000 (squares), and with {εt} following three
different distributions.
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Fig. S3. Rejection rates (%) of four automatic goodness-of-fit tests: QA (circles), QA
sgn (triangles), QA

abs

(squares) and QA
sqr (pluses), for dmax = 5, 25 and 50. The horizontal lines indicate the 5% nominal level.

where st,n = 2y2
t−2,n and {εt} are specified as in the previous experiment. As Υ = 6κ(DJ−1λ−

V ), we can estimate it by Υ̂ = 6κ̂(D̂Ĵ−1λ̂− V̂ ), where κ̂, D̂ and Ĵ are the consistent estimators
used for constructing Σ̂ in § 2 of the main paper. In addition, for the aforementioned model,70

we can show that rt,n = 2h−1
t,n(θ0)∂ht−1,n(θ0)/∂α. Let r̃t,n(θ) = 2h̃−1

t,n(θ)∂h̃t−1,n(θ)/∂α,
and write r̂t,n = r̃t,n(θ̂n). Then λ̂ = n−1

∑n
t=1 r̂t,nĥ

−1
t,n∂h̃t,n(θ̂n)/∂θ and V̂ = (v̂1, . . . , v̂M )T,

where v̂k = n−1
∑n

t=k+1{0·5− Ĝn(|ε̂t−k|)}r̂t,n, are consistent estimators of λ and V , respec-
tively. Thus, Υ̂ = Υ + op(1). We generate 1000 replications with sample sizes n = 1000, 10 000
and 50 000. Figure S2 displays the Q-Q plots of Q̃(6) against the χ2

6 distribution. Conver-75

gence to the reference lines can be observed as n increases, although the rates are relatively
slow. Moreover, the convergence rate in the case of Student’s t1-distributed innovations seems
slightly slower than for the other two innovation distributions, probably due to the extreme heavy-
tailedness of the Student’s t1 distribution.

Third, to further investigate the performance of the proposed Bayesian information criterion-80

type order selection method, we apply it to four goodness-of-fit test statistics, namely Q(M),
Qsgn(M),Qabs(M) andQsqr(M), using the data generated in the second simulation experiment
in § 5 of the main article. Henceforth we use a superscript A to indicate that M is selected
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Fig. S4. Pickands plot (left) and Hill plot (right) for the tail index of squared residuals of the fitted
GARCH(1, 1) model.

automatically. Figure S3 plots the rejection rates, from which we have the following findings.
First, the performance of the proposed method is insensitive to the value of dmax; second, the size 85

of the test is fairly accurate except for QA
sqr, which is oversized probably because of the infinite

fourth-order moment of the Student’s t3 distribution, asQsqr(M) requiresE(ε4
t ) <∞; third, the

power of the four tests can be ordered asQA > QA
abs > QA

sgn > QA
sgn, which is as expected since

the innovations follow the heavy-tailed Student’s t3 distribution; fourth, the power increases as c
becomes larger, and the power of these tests for c = 2 is similar to that exhibited in Fig. 1(a) of 90

the main paper, where a fixed M was employed.

S3. TAIL INDEX ESTIMATION IN THE EMPIRICAL EXAMPLE

Figure S4 presents the Pickands and Hill estimates for the tail index of the squared residuals of
the fitted GARCH(1, 1) model in § 6 of the main article. While the Hill estimates fail to converge
as the number of order statistics increases, the Pickands plot indicates that the tail index of {ε̂2

t } 95

is greater than 1 and less than 2, suggesting thatE(ε2
t ) <∞ andE(ε4

t ) =∞; see Resnick (2007)
for a more detailed discussion of tail index estimation.

S4. PROOFS OF THEOREMS 1 AND 2 AND COROLLARY 1
S4·1. Proofs of Theorems 1 and 2 and Corollary 1

In this section we give the proofs of Theorems 1 and 2, Corollary 1 and Lemmas A1–A3 in 100

the main paper. Two auxiliary lemmas are also presented: Lemma S1 summarizes some existing
results that are used repeatedly in our proofs, and Lemma S2 is used to establish Lemma A1.

Throughout the proofs, we let C > 0 and 0 < ρ < 1 be generic constants which may take
different values at different occurrences. Denote by ‖ · ‖ the Euclidean norm for a vector and the
spectral norm for a square matrix. For a random variable X , let ‖X‖m be its Lm-norm, where 105

m > 1, i.e., ‖X‖m = {E(|X|m)}1/m.

Proof of Theorem 1. To prove the theorem, we first establish two intermediate results:

n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)−Gn(|ε̂t|)Gn(|ε̂t−k|)

}
−κd∗T0 n1/2(θ̂n − θ0) = op(1) (S1)
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and110

n−1/2
n∑

t=k+1

{
Gn(|ε̂t|)Gn(|ε̂t−k|)−Gn(|εt|)Gn(|εt−k|)

}
+ 0·5κ(d∗0 + d∗k)

Tn1/2(θ̂n − θ0) = op(1) (S2)

for any positive integer k, where d∗k = E{G(|εt−k|)h−1
t ∂ht(θ0)/∂θ} for k > 1.

We begin by proving (S1). First notice that Assumption 3 implies

L = sup
06x<∞

xg(x) <∞. (S3)

Let Wt = Gn(|ε̂t|) + |ε̂t|g(|ε̂t|)d∗T0 (θ̂n − θ0). By (S3) and the fact that n1/2(θ̂n − θ0) = Op(1),115

we have max16t6n |Wt| = Op(1). Moreover, applying Lemma A1 with wt ≡ 1, we have
n1/2 max16t6n |Ĝn(|ε̂t|)−Wt| = op(1). As a result,

n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)−WtWt−k

}
= op(1).

Hence, to prove (S1), it remains to show that

n−1/2
n∑

t=k+1

{WtWt−k −Gn(|ε̂t|)Gn(|ε̂t−k|)} − κd∗T0 n1/2(θ̂n − θ0) = op(1). (S4)

By the Dvoretzky–Kiefer–Wolfowitz inequality (Dvoretzky et al., 1956; Serfling, 1980; Mas-
sart, 1990), we have120

n1/2 sup
06x<∞

|Gn(x)−G(x)| = Op(1), (S5)

which, in conjunction with (S3), implies

n−1/2
n∑

t=k+1

|ε̂t−k|g(|ε̂t−k|)
{
Gn(|ε̂t|)−G(|ε̂t|)

}
= Op(1). (S6)

For any A > 0, by (S19), (S21) and Lemma S1 we have

sup
‖u‖6A

sup
06x<∞

1

n

n∑
t=1

∣∣∣G{xZ̃t(u)} −G(x)
∣∣∣ 6 C

n

n∑
t=1

ρtζ0 +
C

n3/2

n∑
t=1

sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥
= Op(n−1/2),

where Z̃t(u) is defined in (S13). This, together with the fact that n1/2(θ̂n − θ0) = Op(1), implies125

1

n

n∑
t=k+1

∣∣G(|ε̂t|)−G(|εt|)
∣∣ = Op(n−1/2). (S7)

It then follows from (S3) and (S7) that

1

n

n∑
t=k+1

|ε̂t−k|g(|ε̂t−k|)
∣∣G(|ε̂t|)−G(|εt|)

∣∣ 6 L

n

n∑
t=k+1

∣∣G(|ε̂t|)−G(|εt|)
∣∣ = op(1). (S8)
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By (S15) and a method similar to that used for (S19), we can show that

max
logn6t6n

sup
θ∈Θ

∣∣∣∣∣h1/2
t (θ)

h̃
1/2
t (θ)

− 1

∣∣∣∣∣ 6 max
logn6t6n

Cρtζ0 6 Cn
− log(1/ρ)ζ0;

then, by arguments similar to those for (S37), we can further obtain that

sup
06x<∞

max
logn6t6n

sup
θ∈Θ

∣∣∣∣∣xh1/2
t (θ)

h̃
1/2
t (θ)

g

{
xh

1/2
t (θ)

h̃
1/2
t (θ)

}
− xg(x)

∣∣∣∣∣ = op(1).

This, together with (S3), yields

sup
θ∈Θ

1

n

n∑
t=1

∣∣∣|ε̃t(θ)|g{|ε̃t(θ)|} − |εt(θ)|g{|εt(θ)|}∣∣∣ = op(1). (S9)

In view of (S9) and the result in (S37), we have 130

1

n

n∑
t=k+1

{
|ε̂t−k|g(|ε̂t−k|)− |εt−k|g(|εt−k|)

}
G(|εt|) = op(1). (S10)

By (S6), (S8), (S10) and the ergodic theorem, it can be shown that

1

n

n∑
t=k+1

|ε̂t−k|g(|ε̂t−k|)Gn(|ε̂t|)− 0·5κ

=
1

n

n∑
t=k+1

|ε̂t−k|g(|ε̂t−k|){Gn(|ε̂t|)−G(|ε̂t|)}+
1

n

n∑
t=k+1

|ε̂t−k|g(|ε̂t−k|){G(|ε̂t|)−G(|εt|)}

+
1

n

n∑
t=k+1

{|ε̂t−k|g(|ε̂t−k|)− |εt−k|g(|εt−k|)}G(|εt|) +
1

n

n∑
t=k+1

|εt−k|g(|εt−k|)G(|εt|)

− 0·5κ 135

= op(1). (S11)

Similarly we can show that n−1
∑n

t=k+1 |ε̂t|g(|ε̂t|)Gn(|ε̂t−k|)− 0·5κ = op(1) and, moreover,
it follows immediately from (S3) that n−3/2

∑n
t=k+1 |ε̂t|g(|ε̂t|)|ε̂t−k|g(|ε̂t−k|) = op(1). These,

together with (S11), yield (S4), and the proof of (S1) is complete.
Next we prove (S2). Observe that 140

n−1/2
n∑

t=k+1

{
Gn(|ε̂t|)Gn(|ε̂t−k|)−Gn(|εt|)Gn(|εt−k|)

}
+ 0·5κ(d∗0 + d∗k)

Tn1/2(θ̂n − θ0)

= B1n +B2n +B3n +B4n,
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where

B1n = n−1/2
n∑

t=k+1

{Gn(|ε̂t|)−Gn(|εt|)}G(|εt−k|) + 0·5κd∗Tk n1/2(θ̂n − θ0),

B2n = n−1/2
n∑

t=k+1

{Gn(|ε̂t|)−Gn(|εt|)} {Gn(|ε̂t−k|)−G(|εt−k|)} ,145

B3n = n−1/2
n−k∑
t=1

{Gn(|ε̂t|)−Gn(|εt|)}G(|εt+k|) + 0·5κd∗T0 n1/2(θ̂n − θ0),

B4n = n−1/2
n−k∑
t=1

{Gn(|ε̂t|)−Gn(|εt|)} {Gn(|εt+k|)−G(|εt+k|)}.

Applying Lemma A1 with wt = G(|εt−k|), we have

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

G(|εt−k|){I(|εt| < x)− I(|ε̂t| < x)}+ 0·5xg(x)d∗Tk n
1/2(θ̂n − θ0)

∣∣∣∣∣ = op(1).

Thus,

B1n =
1

n

n∑
j=1

n−1/2
n∑

t=k+1

G(|εt−k|){I(|εt| < |εj |)− I(|ε̂t| < |εj |)}+ 0·5κd∗Tk n1/2(θ̂n − θ0)150

6 sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

G(|εt−k|) {I(|εt| < x)− I(|ε̂t| < x)}+ 0·5xg(x)d∗Tk n
1/2(θ̂n − θ0)

∣∣∣∣∣
+ 0·5

∣∣∣∣∣∣ 1n
n∑
j=1

|εj |g(|εj |)− κ

∣∣∣∣∣∣
∣∣∣d∗Tk n1/2(θ̂n − θ0)

∣∣∣+ op(1)

= op(1).

We decompose B2n into four parts:

B2n = B21n +B22n +B23n +B24n,

where155

B21n = n−1/2
n∑

t=k+1

{G(|ε̂t|)−G(|εt|)}{Gn(|ε̂t−k|)−G(|ε̂t−k|)},

B22n = n−1/2
n∑

t=k+1

{G(|ε̂t|)−G(|εt|)}{G(|ε̂t−k|)−G(|εt−k|)},

B23n = n−1/2
n∑

t=k+1

[
{Gn(|ε̂t|)−G(|ε̂t|)} − {Gn(|εt|)−G(|εt|)}

]
{Gn(|ε̂t−k|)−G(|ε̂t−k|)},

B24n = n−1/2
n∑

t=k+1

[
{Gn(|ε̂t|)−G(|ε̂t|)} − {Gn(|εt|)−G(|εt|)}

]
{G(|ε̂t−k|)−G(|εt−k|)}.
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By (S5) and (S7), we have 160

|B21n| 6 n−1/2
n∑

t=k+1

∣∣G(|ε̂t|)−G(|εt|)
∣∣ sup

06x<∞
|Gn(x)−G(x)| = op(1),

|B23n| 6 2n1/2 sup
06x<∞

|Gn(x)−G(x)| sup
06x<∞

|Gn(x)−G(x)| = op(1)

and

|B24n| 6 2n−1/2 sup
06x<∞

|Gn(x)−G(x)|
n∑

t=k+1

∣∣G(|ε̂t−k|)−G(|εt−k|)
∣∣ = op(1).

By a method similar to that for (S7), we can further show that B22n = op(1). Consequently,
B2n = op(1). 165

Using Lemma A2 with wt = G(|εt+k|) and the fact that E{G(|εt+k|)} = 0·5, we have

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

G(|εt+k|){I(|εt| < x)− I(|ε̂t| < x)}+ 0·5xg(x)d∗T0 n1/2(θ̂n − θ0)

∣∣∣∣∣ = op(1).

As a result,

B3n =
1

n

n∑
j=1

n−1/2
n−k∑
t=1

G(|εt+k|){I(|εt| < |εj |)− I(|ε̂t| < |εj |)}+ 0·5κd∗T0 n1/2(θ̂n − θ0)

6 sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

G(|εt+k|){I(|εt| < x)− I(|ε̂t| < x)}+ 0·5xg(x)d∗T0 n1/2(θ̂n − θ0)

∣∣∣∣∣
+ 0·5

∣∣∣∣∣∣ 1n
n∑
j=1

|εj | g(|εj |)− κ

∣∣∣∣∣∣
∣∣∣d∗T0 n1/2(θ̂n − θ0)

∣∣∣+ op(1) 170

= op(1).

By a method similar to that used for B2n, it can be readily verified that B4n = op(1). Thus, we
complete the proof of (S2).

Finally, observe that
∑n

t=1{Ĝn(|ε̂t|)− 0·5} = O(1) and, consequently,

n1/2γ̂k = n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)− 0·25

}
+O(n−1/2),
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where175

n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)− 0·25

}
= n−1/2

n∑
t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)−Gn(|ε̂t|)Gn(|ε̂t−k|)

}
+ n−1/2

n∑
t=k+1

{Gn(|ε̂t|)Gn(|ε̂t−k|)−Gn(|εt|)Gn(|εt−k|)}

+ n−1/2
n∑

t=k+1

{Gn(|εt|)Gn(|εt−k|)−G(|εt|)G(|εt−k|)}

+ n−1/2
n∑

t=k+1

{G(|εt|)G(|εt−k|)− 0·25} .180

It follows from (S1), (S2) and Lemma A3 that

n1/2γ̂k = 0·5κ(d∗0 − d∗k)Tn1/2(θ̂n − θ0) + n1/2γk + op(1), (S12)

where

γk =
1

n

n∑
t=k+1

{G(|εt|)− 0·5}{G(|εt−k|)− 0·5}.

Using the fact that n1/2 max16t6n |Ĝn(|ε̂t|)−Wt| = op(1), together with (S5) and (S7), we can
show that γ̂0 = γ0 + op(1) = 1/12 + op(1). Thus, we complete the proof by Slutsky’s lemma,
the martingale central limit theorem and the Cramér–Wold device. �185

Proof of Theorem 2. Let γΨ
k = n−1

∑n
t=k+1{Ψ(|εt|)− µΨ}{Ψ(|εt−k|)− µΨ} for k > 0.

Note that |ε̂t| = |yt|/h̃1/2
t (θ̂n). By Taylor expansions and Lemma S1, we can show that

n1/2γ̂Ψ
k = n1/2γΨ

k + 0·5κΨd
Ψ
k n

1/2(θ̂n − θ0) + op(1) for k > 1. Similarly, we can verify that
γ̂Ψ

0 = γΨ
0 + op(1) = σ2

Ψ + op(1). By Slutsky’s lemma, the martingale central limit theorem and
the Cramér–Wold device, we complete the proof of this theorem. �190

Proof of Corollary 1. For any M = dmin + 1, . . . , dmax, by Theorem 1,

pr(M̃ = M) 6 pr{Q(M)−M log n > Q(dmin)− dmin log n}
6 pr{Q(M) > (M − dmin) log n}
6 pr{Q(M) > log n} → 0

as n→∞. Hence pr(M̃ = dmin)→ 1 as n→∞. This, together with Theorem 1, implies (i).195

Similarly, (ii) can be proved by applying Theorem 2. �

S4·2. Two auxiliary lemmas
For any u ∈ Rp+q+1, let

Zt(u) = h
1/2
t (θ0 + n−1/2u)/h

1/2
t , Z̃t(u) = h̃

1/2
t (θ0 + n−1/2u)/h

1/2
t . (S13)
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Note that ht = ht(θ0). For simplicity, without causing confusion we can write, for any u ∈
Rp+q+1, 200

ht(u) = ht(θ0 + n−1/2u), h̃t(u) = h̃t(θ0 + n−1/2u),

εt(u) = εt(θ0 + n−1/2u), ε̃t(u) = ε̃t(θ0 + n−1/2u).

LEMMA S1. Suppose that Assumption 1 holds. Then there exists a constant ι0 > 0 such that

E(hι0t ) <∞, E(|yt|2ι0) <∞, (S14)

and for some random variable ζ0 independent of t with E(|ζ0|ι0) <∞, we have that

sup
θ∈Θ

∣∣∣ht(θ)− h̃t(θ)∣∣∣ 6 Cρtζ0. (S15)

Moreover, for any m > 0, 205

E

{
sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥m} <∞, E

{
sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂2ht(θ)

∂θ∂θT

∥∥∥∥m} <∞, (S16)

and there exists a constant c > 0 such that

E

([
sup

{
ht(θ2)

ht(θ1)
: ‖θ1 − θ2‖ 6 c, θ1, θ2 ∈ Θ

}]m)
<∞. (S17)

Proof of Lemma S1. The statements in (S14) are established in Lemma 2.3 of Berkes et al.
(2003), and (S15) and (S16) are respectively intermediate results in the proofs of Theorems 2.1
and 2.2 in Francq & Zakoı̈an (2004). Assertion (S17) can be proved along the same lines as (S47)
in Lemma S5(b), and the detailed proof is provided in Lemma A.1 of Zheng et al. (2016). � 210

LEMMA S2. Suppose L = sup0<x<∞ xg(x) <∞ and that {wt} is a strictly stationary and
ergodic process with wt ∈ Ft−1 and 0 6 wt 6 1 for all t. If Assumptions 1 and 3(i) hold, then
for any A > 0,

sup
‖u‖6A

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

wt
[
I{|ε̃t(u)| 6 x} − I(|εt| 6 x)−G{xZ̃t(u)}+G(x)

]∣∣∣∣∣ = op(1).

Proof of Lemma S2. For x ∈ [0,∞) and u ∈ Rp+q+1, let

Sn(x, u) =

n∑
t=1

wtξt(x, u), ξt(x, u) = ξ1t(x, u) + ξ2t(x, u),

where 215

ξ1t(x, u) =
[
I{|εt| 6 xZ̃t(u)} −G{xZ̃t(u)}

]
−
[
I{|εt| 6 xZt(u)} −G{xZt(u)}

]
,

ξ2t(x, u) =
[
I{|εt| 6 xZt(u)} −G{xZt(u)}

]
− {I(|εt| 6 x)−G(x)}.

Note that I{|εt| 6 xZ̃t(u)} = I{|ε̃t(u)| 6 x} and I{|εt| 6 xZt(u)} = I{|εt(u)| 6 x}.
We prove the lemma in the following three steps:

(i) For any A > 0, there is a constant C depending on A such that for any 0 < x <∞ and u 220

satisfying ‖u‖ 6 A, pr{|Sn(x, u)| > sn1/2} 6 C/(s4n) for all s > 0.
(ii) For any ‖u‖ 6 A with A > 0, sup06x<∞ |Sn(x, u)| = op(n1/2).
(iii) For any A > 0, sup‖u‖6A sup06x<∞ |Sn(x, u)| = op(n1/2).
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First we verify (i). Observe that for any x > 0 and u ∈ Rp+q+1, {Sk(x, u),Fk, k = 1, . . . , n}
is a martingale. Then, applying Theorem 2.11 in Hall & Heyde (1980), we have225

E{S4
n(x, u)} 6 C

∥∥∥∥∥
n∑
t=1

E{w2
t ξ

2
t (x, u) | Ft−1}

∥∥∥∥∥
2

2

+ 1


6 C

∥∥∥∥∥
n∑
t=1

E{ξ2
t (x, u) | Ft−1}

∥∥∥∥∥
2

2

+ 1

 ,
where the last inequality is due to the fact that 0 6 wt 6 1 with probability 1. Moreover,

E{ξ2
t (x, u) | Ft−1} 6 2E{ξ2

1t(x, u) | Ft−1}+ 2E{ξ2
2t(x, u) | Ft−1}

6 2
∣∣G{xZ̃t(u)} −G{xZt(u)}

∣∣+ 2
∣∣G{xZt(u)} −G(x)

∣∣.
As a result,

E{S4
n(x, u)} 6 C

∥∥∥∥∥
n∑
t=1

∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∥∥∥∥∥

2

2

+

∥∥∥∥∥
n∑
t=1

∣∣G{xZt(u)} −G(x)
∣∣∥∥∥∥∥

2

2

+ 1

.
(S18)

By Taylor expansion and (S15), we have230

sup
‖u‖6A

sup
06x<∞

∣∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∣

= sup
‖u‖6A

sup
06x<∞

0·5x
h

1/2
t h

∗1/2
t

g

(
xh
∗1/2
t

h
1/2
t

)∣∣∣h̃t(u)− ht(u)
∣∣∣

6
0·5L
ω

Cρtζ0, (S19)

where h∗t is between h̃t(u) and ht(u), and ω = infθ∈Θ ω > 0. Then∥∥∥G{xZ̃t(u)} −G{xZt(u)}
∥∥∥2

2
=E

[∣∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∣2 I(Cρtζ 6 ρt/2)

]
+ E

[∣∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∣2 I(Cρtζ > ρt/2)

]
6
L2

ω
ρt + pr(Cρtζ > ρt/2) 6 C(ρt + ρι0t/2),

which, together with Minkowski’s inequality, implies that235 ∥∥∥∥∥
n∑
t=1

∣∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∣∥∥∥∥∥

2

6
n∑
t=1

∥∥∥G{xZ̃t(u)} −G{xZt(u)}
∥∥∥

2
6 C. (S20)

By Taylor expansion again, we obtain

sup
‖u‖6A

sup
06x<∞

∣∣G{xZt(u)} −G(x)
∣∣ =

0·5
n1/2

sup
06x<∞

∣∣∣∣∣ x

h
1/2
t

g

{
xh

1/2
t (θ∗)

h
1/2
t

}
uT

h
1/2
t (θ∗)

∂ht(θ
∗)

∂θ

∣∣∣∣∣
6

0·5AL
n1/2

sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥ , (S21)
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where θ∗ is between θ0 and θ0 + n−1/2u. This, together with Minkowski’s inequality and (S16),
implies that 240∥∥∥∥∥

n∑
t=1

∣∣G{xZt(u)} −G(x)
∣∣∥∥∥∥∥

2

6
n∑
t=1

∥∥G{xZt(u)} −G(x)
∥∥

2
6 Cn1/2. (S22)

Upon combining (S18), (S20) and (S22), we have E{S4
n(x, u)} 6 Cn, which, together with the

Markov inequality, implies (i).
Next, we prove (ii). Define a partition of [0,∞) as 0 = x1 < x2 < · · · < xN < xN+1 =∞.

Specifically, for ∆ > 0, choose 0 < M < sup{x : G(x) < 1} such that sup06x6M xg(x) 6 ∆.
Let the integer N1 be given by N1 = max{k > 2 : (k − 1)n−1/2∆ 6 G(M/2)}, and define xj 245

for j = 2, . . . , N1 by

G(xj+1) = G(xj) + n−1/2∆ (j = 1, . . . , N1 − 1).

Then, choose xN1+1 such that M/2 < xN1+1 < 3M/4 and G(xN1+1) 6 N1n
−1/2∆. To define

N , first choose a positive integer K such that K > 2/{γ(0·25− v)} with 0 < v < 1/4 and γ as
defined in Assumption 1. Let N = N1 +N2 + · · ·+NK+1, where N2 = N3 = · · · = NK+1 =
bn3/4c, with bsc denoting the integer part of a real number s. Then define xj for j = N1 + 250

2, . . . , N by

xN1+i = xN1+1 + (i− 1)n−1/2−v (i = 2, . . . , N2),

xN1+N2+···+Nk+i = xN1+N2+···+Nk + in−3/4+k(1/4−v) (i = 1, . . . , Nk+1; k = 2, . . . ,K).

As a result,

N 6 Cn3/4, max
N1<j6N−1

(xj+1 − xj)/xj 6 Cn−1/2−v, (S23) 255

1−G(xN/2) 6 Cn−2, max
N16j6N−1

{G(xj+1)−G(xj)} 6 Cn−1/2−v, (S24)

and

G(xj+1)−G(xj) = n−1/2∆ (j = 1, . . . , N1); (S25)

see also the proof of Lemma 6.2 in Berkes & Horváth (2003).
We can show that

sup
xj6x6xj+1

∣∣Sn(x, u)− Sn(xj+1, u)
∣∣

6 max

(
n∑
t=1

wt

[
I(|εt| 6 xj+1)− I(|εt| 6 xj) +G{xj+1Z̃t(u)} −G{xjZ̃t(u)}

]
,

n∑
t=1

wt

[
I{|εt| 6 xj+1Z̃t(u)} − I{|εt| 6 xjZ̃t(u)}+G(xj+1)−G(xj)

])

6 |Sn(xj , u)|+ |Sn(xj+1, u)|+

∣∣∣∣∣
n∑
t=1

wt{I(xj < |εt| 6 xj+1)−G(xj+1) +G(xj)}

∣∣∣∣∣
+

n∑
t=1

wt

[
G{xj+1Z̃t(u)} −G{xjZ̃t(u)}

]
+

n∑
t=1

wt
[
G(xj+1)−G(xj)

]
,
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and then260

sup
06x<∞

|Sn(x, u)| 6 max
16j6N+1

|Sn(xj , u)|+ max
16j6N

sup
xj6x6xj+1

|Sn(x, u)− Sn(xj+1, u)|

6 3A1n + 2A2n +A3n +A4n +A5n, (S26)

where

A1n = max
16j6N

|Sn(xj , u)|, A2n = max
26j6N

n∑
t=1

wt

∣∣∣G{xjZ̃t(u)} −G{xjZt(u)}
∣∣∣ ,

A3n = max
16j6N

∣∣∣∣∣
n∑
t=1

wt{I(xj < |εt| 6 xj+1)−G(xj+1) +G(xj)}

∣∣∣∣∣ ,265

A4n = max
16j6N

n∑
t=1

wt
[
G{xj+1Zt(u)} −G{xjZt(u)}

]
,

A5n = max
16j6N

n∑
t=1

wt{G(xj+1)−G(xj)},

and Sn(xN+1, u) = Sn(+∞, u) = 0.
By the intermediate result (i), (S23) and the Markov inequality, for any s > 0 we have

pr(A1n > sn
1/2) 6

N∑
j=1

pr
{
|Sn(xj , u)| > sn1/2

}
6
Cn3/4

s4n
,

which implies that270

A1n = op(n1/2). (S27)

From (S19), we have that

A2n 6 Cζ0 = Op(1). (S28)

By Theorem 2.11 in Hall & Heyde (1980) and (S24), we can show that

E

∣∣∣∣∣
n∑
t=1

wt{I(xj < |εt| 6 xj+1)−G(xj+1) +G(xj)}

∣∣∣∣∣
4
 6 Cn,

which, by using a method similar to the proof of (S27), yields

A3n = op(n1/2). (S29)

For A4n we can show that, by (S25) and a method similar to that for (S21),

max
16j6N1

n∑
t=1

wt
[
G{xj+1Zt(u)} −G{xjZt(u)}

]
275

6 n max
16j6N1

{G(xj+1)−G(xj)}+ 2 max
16j6N1

n∑
t=1

∣∣G{xj+1Zt(u)} −G(xj+1)
∣∣

6 Cn1/2∆

{
1 +

A

n

n∑
t=1

sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥
}
.
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By Taylor expansion and (S23),

max
N1<j6N−1

n∑
t=1

wt
[
G{xj+1Zt(u)} −G{xjZt(u)}

]
6 max

N1<j6N−1

n∑
t=1

g{x∗jZt(u)}Zt(u)(xj+1 − xj) 280

6 nL max
N1<j6N−1

(xj+1 − xj)/xj 6 Cn1/2−v,

where x∗j is between xj and xj+1; and by (S24),

n∑
t=1

wt
[
1−G{xNZt(u)}

]
6

n∑
t=1

[
1−G{xNZt(u)}

]
I{Zt(u) < 0·5}+

n∑
t=1

[
1−G{xNZt(u)}

]
I{Zt(u) > 0·5}

6
n∑
t=1

I{Zt(u) < 0·5}+ Cn−1 = Op(1) 285

since

pr{Zt(u) < 0·5} = pr

{
−n−1/2 1

h
1/2
t h

1/2
t (θ∗)

∂ht(θ
∗)

∂θT
u > 1

}

6
A2

n
E

{
sup

‖θ−θ0‖6c

ht(θ)

ht
sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥2
}
,

where θ∗ is between θ0 and θ0 + n−1/2u. As a result,

A4n = ∆Op(n1/2). (S30)

Using (S24) and (S25), one can verify that 290

A5n 6 C∆n1/2. (S31)

Note that ∆ can be chosen arbitrarily small. Thus, we accomplish the proof of (ii) by combining
(S26)–(S31).

Finally, we prove (iii). For any ‖u‖ 6 A, define a (p+ q + 1)-dimensional cube Vδ(u) by
{u∗ : u− 0·5δι 6 u∗ 6 u+ 0·5δι and ‖u∗‖ 6 A}, where δ > 0, ι is a vector with all elements
equal to 1 and the inequality is elementwise. Write uU = u+ 0·5δι and uL = u− 0·5δι. Note 295

that for θ1 6 θ2, we have ht(θ1) 6 ht(θ2) and h̃t(θ1) 6 h̃t(θ2). We can then verify that

sup
u∗∈Vδ(u)

∣∣Sn(x, u∗)− Sn(x, uL)
∣∣

6 |Sn(x, uU )|+ |Sn(x, uL)|+
n∑
t=1

wt

[
G{xZ̃t(uU )} −G{xZ̃t(uL)}

]
(S32)
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and
n∑
t=1

wt

[
G{xZ̃t(uU )} −G{xZ̃t(uL)}

]
300

6
n∑
t=1

wt

∣∣∣G{xZ̃t(uU )} −G{xZt(uU )}
∣∣∣+

n∑
t=1

wt

∣∣∣G{xZ̃t(uL)} −G{xZt(uL)}
∣∣∣

+
n∑
t=1

wt
[
G{xZt(uU )} −G{xZt(uL)}

]
By a method similar to that used for (S21), we obtain

n−1/2 sup
06x<∞

n∑
t=1

wt
[
G{xZt(uU )} −G{xZt(uL)}

]
6 δ

0·5L‖ι‖
n

n∑
t=1

sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥ ,
(S33)

and it is a direct consequence of (S19) that

n−1/2 sup
‖u‖6A

sup
06x<∞

n∑
t=1

wt

∣∣∣G{xZ̃t(u)} −G{xZt(u)}
∣∣∣ 6 Cn−1/2ζ0. (S34)

By (S32)–(S34), the intermediate result (ii) and the finite covering theorem, we complete the305

proof of (iii), and thus the lemma follows. �

S4·3. Proof of Lemma A1
We first show that for any A > 0,

sup
06x<∞

sup
‖u‖6A

∣∣∣∣∣n−1/2
n∑
t=1

wt
[
G{xZt(u)} −G(x)

]
− 0·5xg(x)dT

wu

∣∣∣∣∣ = op(1). (S35)

By Assumption 3, for any ∆ > 0 we can choose 0 < C1 < C2 <∞ such that
sup0<x62C1

xg(x) 6 ∆ and supC2/26x<∞ xg(x) 6 ∆. By Taylor expansion, we have310

sup
‖u‖6A

|Zt(u)− 1| = sup
‖u‖6A

0·5
n1/2

∣∣∣∣∣ uT

h
1/2
t h

1/2
t (θ∗)

∂ht(θ
∗)

∂θ

∣∣∣∣∣
6

0·5A
n1/2

sup
‖θ−θ0‖6c

h
1/2
t (θ)

h
1/2
t

sup
θ∈Θ

∥∥∥∥ 1

ht(θ)

∂ht(θ)

∂θ

∥∥∥∥ ,
which, together with (S16), (S17) and the Markov inequality, implies

pr

{
max
16t6n

sup
‖u‖6A

|Zt(u)− 1| > n−1/8

}
6 Cn−2,

where θ∗ is between θ0 and θ0 + n−1/2u. Hence, by the Borel–Cantelli lemma, we have

max
16t6n

sup
‖u‖6A

|Zt(u)− 1| 6 Cn−1/8 (S36)

with probability 1, which implies315

sup
C16x6C2

max
16t6n

sup
‖u‖6A

∣∣xZt(u)g{xZt(u)} − xg(x)
∣∣ = op(1),
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since the function xg(x) is uniformly continuous on [C1/2, 2C2] by Assumption 3(iii). More-
over, using (S36) we can show that

sup
x∈[0,C1]∪[C2,∞)

max
16t6n

sup
‖u‖6A

∣∣xZt(u)g{xZt(u)} − xg(x)
∣∣ 6 2∆,

and it then follows that

sup
06x<∞

max
16t6n

sup
‖u‖6A

∣∣xZt(u)g{xZt(u)} − xg(x)
∣∣ = op(1). (S37)

On the other hand, by Taylor expansion it can be shown that

sup
‖u‖6A

∥∥∥∥∥ 1

n

n∑
t=1

wt
ht(u)

∂ht(u)

∂θ
− 1

n

n∑
t=1

wt
ht

∂ht(θ0)

∂θ

∥∥∥∥∥ 320

6 n−1/2A

{
1

n

n∑
t=1

sup
θ∈Θ

∥∥∥∥ wt
ht(θ)

∂2ht(θ)

∂θ∂θT

∥∥∥∥+
1

n
sup
θ∈Θ

∥∥∥∥∥
n∑
t=1

wt
h2
t (θ)

∂ht(θ)

∂θ

∂ht(θ)

∂θT

∥∥∥∥∥
}
,

which, together with (S16) and the ergodic theorem, implies that

sup
‖u‖6A

∥∥∥∥∥ 1

n

n∑
t=1

wt
ht(u)

∂ht(u)

∂θ
− dw

∥∥∥∥∥ = op(1). (S38)

By (S37), (S38) and the Taylor expansion in (S21), we have

sup
06x<∞

sup
‖u‖6A

∣∣∣∣∣n−1/2
n∑
t=1

wt
[
G{xZt(u)} −G(x)

]
− 0·5xg(x)dT

wu

∣∣∣∣∣
= sup

06x<∞
sup
‖u‖6A

∣∣∣∣∣0·5n
n∑
t=1

xZt(u
∗)g{xZt(u∗)}

wtu
T

ht(u∗)

∂ht(u
∗)

∂θ
− 0·5xg(x)dT

wu

∣∣∣∣∣ 325

= op(1),

where u∗ is between zero and u; hence (S35) holds.
We complete the proof of this lemma by combining Lemma S2, (S34), (S35) and the fact that

n1/2(θ̂n − θ0) = Op(1).

S4·4. Proof of Lemma A2 330

We first show that for any A > 0,

sup
‖u‖6A

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

{wt − E(wt)}
[
I{|ε̃t(u)| 6 x} − I(|εt| 6 x)

]∣∣∣∣∣ = op(1); (S39)

its proof is similar to that of Lemma S2.
For x ∈ [0,∞) and u ∈ Rp+q+1, let

S̃n(x, u) =

n∑
t=1

{wt − E(wt)}ξ̃t(x, u), ξ̃t(x, u) = ξ̃1t(x, u) + ξ̃2t(x, u),

where

ξ̃1t(x, u) = I{|εt| 6 xZ̃t(u)} − I{|εt| 6 xZt(u)}, 335

ξ̃2t(x, u) = I{|εt| 6 xZt(u)} − I(|εt| 6 x).
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Now we are ready to prove (S39) by following the same steps (i)–(iii) as in the proof of
Lemma S2 for S̃n(x, u).

We begin with (i). Observe that {S̃k(x, u),Fk, k = 1, . . . , n} is a martingale for any 0 < x <
∞ and u ∈ Rp+q+1. Similarly to (S19), by Theorem 2.11 in Hall & Heyde (1980) we have340

E
{
S̃4
n(x, u)

}
6 C

∥∥∥∥∥
n∑
t=1

E
[
{wt − E(wt)}2ξ̃2

t (x, u) | Ft−1

]∥∥∥∥∥
2

2

+ 1


6 C

∥∥∥∥∥
n∑
t=1

E
{
ξ̃2
t (x, u) | Ft−1

}∥∥∥∥∥
2

2

+ 1

 ,
with

E
{
ξ̃2
t (x, u) | Ft−1

}
6 2E

{
ξ̃2

1t(x, u) | Ft−1

}
+ 2E

{
ξ̃2

2t(x, u) | Ft−1

}
= 2
∣∣G{xZ̃t(u)} −G{xZt(u)}

∣∣+ 2
∣∣G{xZt(u)} −G(x)

∣∣.345

Then the method for establishing (i) in the proof of Lemma S2 can be applied to show that (i)
also holds for S̃n(x, u).

Next, to show (ii), we employ the partition of [0,∞) defined in (ii) in the proof of Lemma S2.
Let w+

t = max{0, wt − E(wt)} and w−t = −min{0, wt − E(wt)}. We can show that

sup
xj6x6xj+1

∣∣∣S̃n(x, u)− S̃n(xj+1, u)
∣∣∣350

6 max

( n∑
t=1

[
w+
t I(xj < |εt| 6 xj+1) + w−t I

{
xjZ̃t(u) < |εt| 6 xj+1Z̃t(u)

}]
,

n∑
t=1

[
w−t I(xj < |εt| 6 xj+1) + w+

t I
{
xjZ̃t(u) < |εt| 6 xj+1Z̃t(u)

}])
,

and, since w+
t and w−t are both bounded with probability 1, we further have that

sup
xj6x6xj+1

∣∣∣S̃n(x, u)− S̃n(xj+1, u)
∣∣∣

6 C

[
n∑
t=1

I(xj < |εt| 6 xj+1) +
n∑
t=1

I
{
xjZ̃t(u) < |εt| 6 xj+1Z̃t(u)

}]
355

6 C

∣∣∣∣∣
n∑
t=1

{
I(xj < |εt| 6 xj+1)−G(xj+1) +G(xj)

}∣∣∣∣∣
+ C

∣∣∣∣∣
n∑
t=1

[
I
{
xjZ̃t(u) < |εt| 6 xj+1Z̃t(u)

}
+G(xj+1)−G(xj)

]∣∣∣∣∣ .
Therefore, (ii) can be established following the lines of (ii) in the proof of Lemma S2.

Finally, to prove (iii), we consider again the (p+ q + 1)-dimensional cube Vδ(u). It can be
shown that360

sup
u∗∈Vδ(u)

∣∣∣S̃n(x, u∗)− S̃n(x, uL)
∣∣∣ 6 C n∑

t=1

[
I
{
|εt| 6 xZ̃t(uU )

}
− I
{
|εt| 6 xZ̃t(uL)

}]
.
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Thus, (iii) can be established in a similar way to its verification in the proof of Lemma S2. Hence
(S39) holds.

Applying Lemma A2 with wt ≡ 1, we have

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

{
I(|ε̂t| 6 x)− I(|εt| 6 x)

}
− xg(x)d∗T0 n1/2(θ̂n − θ0)

∣∣∣∣∣ = op(1), (S40)

which, together with (S39), completes the proof of this lemma.

S4·5. Proof of Lemma A3 365

The proof of this lemma is based on Hallin et al. (1985). For the sample X1, . . . , Xn, let
X(·) = (X(1), . . . , X(n)) be the order statistic and Rt the rank of the observation Xt. Given X(·),
define, for i, j ∈ {1, 2, . . . , n}, α(i, j) = ij/n2 − F (X(i))F (X(j)). Denote α(Rt, Rt−k) by αt
for simplicity. Then for t = k + 1, . . . , n we have

Fn(Xt)Fn(Xt−k)− F (Xt)F (Xt−k) = RtRt−k/n
2 − F (X(Rt))F (X(Rt−k)) = αt.

Observe that 370

n−1/2
n∑

t=k+1

E(αt | X(·)) =
n− k√

n

[
E(RtRt−k/n

2)− E
{
F (X(Rt))F (X(Rt−k)) | X(·)

}]
=
n− k√

n

{
(n+ 1)(3n+ 2)

12n2
−
(
n

2

)−1 ∑
16t<s6n

F (Xt)F (Xs)

}

= −n1/2

(
n

2

)−1 ∑
16t<s6n

{F (Xt)F (Xs)− 0·25}+ o(1).

Moreover, by the projection results on U-statistics due to Hoeffding (1948), we have

n1/2

(
n

2

)−1 ∑
16t<s6n

{F (Xt)F (Xs)− 0·25} = n−1/2
n∑
t=1

{F (Xt)− 0·5}+ op(1);

see also Theorem 12.3 in van der Vaart (1998), for instance. Thus, it follows that 375

n−1/2
n∑

t=k+1

E(αt | X(·)) = −n−1/2
n∑

t=k+1

{F (Xt)− 0·5}+ op(1).

Let ∆n = n−1/2
∑n

t=k+1 αt − n−1/2
∑n

t=k+1E(αt | X(·)). It then suffices to show that ∆n =
op(1). In the following proof, let (r, s) be a pair of integers satisfying k + 1 6 r 6= s 6 n and
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|r − s| 6= k. We have that

var

(
n∑

t=k+1

αt

∣∣∣∣∣ X(·)

)

= E

(
n∑

t=k+1

α2
t + 2

n−k∑
t=k+1

αtαt+k +
∑

k+16r 6=s6n
|r−s|6=k

αrαs

∣∣∣∣∣ X(·)

)
− (n− k)2{E(αt | X(·))}2380

= (n− k)E(α2
t | X(·)) + (2n− 4k)E(αtαt+k | X(·))

+
{

(n− k)2 − 3n+ 5k
}
E(αrαs | X(·))− (n− k)2{E(αt | X(·))}2

6 CnE(α2
t | X(·)) + n2

∣∣E(αrαs | X(·))− {E(αt | X(·))}2
∣∣, (S41)

where the last inequality is due to the fact that, for any t1, t2, t3, t4 = k + 1, . . . , n,∣∣E{α(Rt1 , Rt2)α(Rt3 , Rt4) | X(·)}
∣∣ 6 E(α2

t | X(·)). (S42)

Observe that385

{E(αt | X(·))}2 =
[
E{α(Rt, Rt−k) | X(·)}

]2
=

1

n2(n− 1)2

∑
16i 6=j6n

∑
16k 6=l6n

α(i, j)α(k, l)

= A1 +A2 +A3,

where

A1 =
1

n2(n− 1)2

∑
16i 6=j6n

∑
16k 6=l6n
{k,l}∩{i,j}=∅

α(i, j)α(k, l) =
(n− 2)(n− 3)

n(n− 1)
E(αrαs | X(·)),

A2 =
1

n2(n− 1)2

∑
16i 6=j6n

∑
16k 6=l6n

#{k,l}∩{i,j}=1

α(i, j)α(k, l)390

=
n− 2

n(n− 1)

[
E{α(Rr, Rr−k)α(Rr, Rs−k) | X(·)}+ E{α(Rr, Rr−k)α(Rr−k, Rs−k) | X(·)}

+ E{α(Rr, Rr−k)α(Rs, Rr) | X(·)}+ E{α(Rr, Rr−k)α(Rs, Rr−k) | X(·)}
]

and

A3 =
1

n2(n− 1)2

∑
16i 6=j6n

∑
16k 6=l6n

#{k,l}∩{i,j}=2

α(i, j)α(k, l)

=
1

n(n− 1)

[
E{α2(Rr, Rr−k) | X(·)}+ E{α(Rr, Rr−k)α(Rr−k, Rr) | X(·)}

]
.395

Then, applying (S42) again, we have that∣∣∣∣E(αrαs | X(·))−
n(n− 1)

(n− 2)(n− 3)
{E(αt | X(·))}2

∣∣∣∣ 6 C

n
E(α2

t | X(·)),
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and so∣∣E(αrαs | X(·))− {E(αt | X(·))}2
∣∣

6

∣∣∣∣E(αrαs | X(·))−
n(n− 1)

(n− 2)(n− 3)
{E(αt | X(·))}2

∣∣∣∣+
4n− 6

(n− 2)(n− 3)
{E(αt | X(·))}2

6
C

n
E(α2

t | X(·)). 400

This, together with (S41), yields

E(∆2
n) =

1

n
E

{
var

(
n∑

t=k+1

αt

∣∣∣∣∣ X(·)

)}
6 CE(α2

t ).

Note that

|αt| =
∣∣{Fn(Xt)− F (Xt)}Fn(Xt−k) + F (Xt){Fn(Xt−k)− F (Xt−k)}

∣∣
6 |Fn(Xt)− F (Xt)|+ |Fn(Xt−k)− F (Xt−k)| 405

and that for any s > 0,

E
{
n1/2 sup

x
|Fn(x)− F (x)|

}s
= O(1),

which is a direct consequence of the Dvoretzky–Kiefer–Wolfowitz inequality. As a result, using
Minkowski’s inequality, we obtain that

{E(α2
t )}1/2 6 2

[
E{Fn(Xt)− F (Xt)}2

]1/2
= o(1).

Therefore E(∆2
n) = o(1), implying ∆n = op(1). The proof is thus complete.

S5. PROOFS OF PROPOSITION 2 AND THEOREMS 3 AND 4 410

S5·1. Proofs of Proposition 2 and Theorems 3 and 4
To establish Theorems 3 and 4, we first state five auxiliary lemmas, Lemmas S3–S7, whose

proofs are given in subsequent subsections. In particular, the proofs of Lemmas S4 and S5 are
based on the method used to prove Theorem 3 in Francq & Zakoı̈an (2009). We also introduce an
additional lemma, Lemma S8, which plays the same role in the proof of Lemma S6 as Lemma S2 415

does in the proof of Lemma A1.

LEMMA S3. Suppose that Assumptions 1, 5 and 6 hold. Then for all t and all n > n0, we have
that y2

t 6 y
2
t,n+1 6 y

2
t,n and ht 6 ht,n+1 6 ht,n, and limn→∞ yt,n = yt and limn→∞ ht,n = ht

with probability 1. Moreover, there exists a constant 0 < ι1 < min(δ0, 1) independent of n such
that E(|yt,n0 |2ι1) <∞ and E(hι1t,n0

) <∞. 420

LEMMA S4. Under Assumptions 1, 5 and 6, there exist processes {Y (1l)
t,n }, {Y

(1u)
t,n }, {Y

(2l)
t,n }

and {Y (2u)
t,n } such that:

(a) the random variables Y (1l)
t,n , Y (1u)

t,n , Y (2l)
t,n and Y (2u)

t,n are Ft−1-measurable for all t and all n;
(b) for all t and all n > n0,

Y
(1l)
t,n0
6

1

ht,n(θ0)

∂ht,n(θ0)

∂θ
6 Y (1u)

t,n0
, Y

(2l)
t,n0
6

1

ht,n(θ0)

∂2ht,n(θ0)

∂θ∂θT
6 Y (2u)

t,n0
,



22 Y. ZHENG, W. K. LI AND G. LI

and {Y (1l)
t,n0
}, {Y (1u)

t,n0
}, {Y (2l)

t,n0
} and {Y (2u)

t,n0
} are strictly stationary and ergodic processes with425

E
(∥∥Y (1u)

t,n0

∥∥m) <∞, E
(∥∥Y (2u)

t,n0

∥∥m) <∞
for any m > 0;

(c) for each fixed t, the sequences {Y (1l)
t,n } and {Y (2l)

t,n } are monotone increasing, the sequences

{Y (1u)
t,n } and {Y (2u)

t,n } are monotone decreasing, i.e., Y (1l)
t,n 6 Y

(1l)
t,n+1 6 Y

(1u)
t,n+1 6 Y

(1u)
t,n and

Y
(2l)
t,n 6 Y

(2l)
t,n+1 6 Y

(2u)
t,n+1 6 Y

(2u)
t,n for all n, and

lim
n→∞

Y
(1l)
t,n = lim

n→∞
Y

(1u)
t,n =

1

ht

∂ht(θ0)

∂θ
, lim

n→∞
Y

(2l)
t,n = lim

n→∞
Y

(2u)
t,n =

1

ht

∂2ht(θ0)

∂θ∂θT

with probability 1.430

LEMMA S5. Under Assumptions 1, 5 and 6, the following results hold.

(a) For any n > n0,

sup
θ∈Θ

∣∣∣ht,n(θ)− h̃t,n(θ)
∣∣∣ 6 Cρtζ1, sup

θ∈Θ

∥∥∥∥∥∂ht,n(θ)

∂θ
− ∂h̃t,n(θ)

∂θ

∥∥∥∥∥ 6 Cρtζ1, (S43)

sup
θ∈Θ

∥∥∥∥∥∂2ht,n(θ)

∂θ∂θT
− ∂2h̃t,n(θ)

∂θ∂θT

∥∥∥∥∥ 6 Cρtζ1, (S44)

where ζ1 is a random variable independent of t and n which satisfies E(|ζ1|ι1) <∞ with ι1435

defined as in Lemma S3.
(b) For any m > 0 and all i, j, k ∈ {1, . . . , p+ q + 1},

E

{
sup
n>n0

sup
θ∈Θ

∥∥∥∥ 1

ht,n(θ)

∂ht,n(θ)

∂θ

∥∥∥∥m} <∞, E

{
sup
n>n0

sup
θ∈Θ

∥∥∥∥ 1

ht,n(θ)

∂2ht,n(θ)

∂θ∂θT

∥∥∥∥m} <∞,

(S45)

E

{
sup
n>n0

sup
θ∈Θ

∣∣∣∣ 1

ht,n(θ)

∂3ht,n(θ)

∂θi∂θj∂θk

∣∣∣∣m} <∞, (S46)

and there exists a constant c > 0 independent of n such that440

E

([
sup
n>n0

sup

{
ht,n(θ2)

ht,n(θ1)
: ‖θ1 − θ2‖ 6 c, θ1, θ2 ∈ Θ

}]m)
<∞. (S47)

LEMMA S6. Suppose that H1n and Assumptions 1 and 3–7 hold with E{(r(u)
t,n0

)4+δ1} <∞
for some δ1 > 0 and n1/2(θ̂n − θ0) = Op(1). If wt is Ft−1-measurable for all t, then

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

wt
{
I(|ε̂t| 6 x)− I(|εt| 6 x)

}
− 0·5xg(x)

{
dT
wn

1/2(θ̂n − θ0)− vw
}∣∣∣∣∣

= op(1),

where dw is defined as in Lemma A1 and vw = E(wtrt).445
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LEMMA S7. Suppose that H1n and Assumptions 1 and 3–7 hold with E{(r(u)
t,n0

)4+δ1} <∞
for some δ1 > 0 and n1/2(θ̂n − θ0) = Op(1). If wt is independent of Ft for all t, then

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

wt
{
I(|ε̂t| 6 x)− I(|εt| 6 x)

}
− E(wt)xg(x)

{
d∗T0 n1/2(θ̂n − θ0)− v∗0

}∣∣∣∣∣
= op(1),

where d∗0 is defined as in Lemma A2 and v∗0 = 0·5E(rt). 450

Lemmas S3 and S4 provide lower and upper bounds for certain sequences in our proofs so
that the sandwich rule can be applied; see also Francq & Zakoı̈an (2009). Lemma S5 contains
some preliminary results that will be used repeatedly. Lemmas S6 and S7 play the same roles in
the proof of Theorem 3 as Lemmas A1 and A2 respectively did in the proof of Theorem 1.

Proof of Proposition 2. Notice that model (6) is a GARCH(p∗, q∗) model with parameters 455

ωn = ω0 + n−1/2s0, αni = I(1 6 i 6 p)α0i + n−1/2si for 1 6 i 6 p∗, and βnj = I(1 6 j 6
q)β0j + n−1/2sp∗+j for 1 6 j 6 q∗, where I(·) is the indicator function. Let

B0 =


β01 . . . β0q−1 β0q

1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

 , Bn =


βn1 . . . βnq∗−1 βnq∗
1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

 . (S48)

Note that ht in model (1) admits the ARCH(∞) representation, ht = φ00 +
∑∞

`=1 φ0`y
2
t−`

where φ00 = ω0/(1−
∑q

j=1 β0j) and φ0` =
∑min(`,p)

i=1 eT1B
`−i
0 e1α0i for ` > 1. Sim-

ilarly, we have ht,n = φn0 +
∑∞

`=1 φn`y
2
t−`,n, where φn0 = ωn/(1−

∑q∗

j=1 βnj) and 460

φn` =
∑min(`,p∗)

i=1 eT1B
`−i
n e1αni for ` > 1.

For any positive integer k, let kht = φ00 + φ0ky
2
t−k,n0

+
∑∞

`=1,`6=k φ0`y
2
t−` and kht = φ00 +

φ0ky
2
t−k +

∑∞
`=1,` 6=k φ0`y

2
t−`,n0

. Notice that both kht and kht depend on n0. By a method similar
to the proof of Lemma S4, we can verify that for all t and all n > n0, rt,n is bounded below and
above by, respectively, 465

r
(l)
t,n0

=

∞∑
k=0

eT1B
k
0e1

s0 +
∑q∗

j=1 sp∗+jφ00

ht,n0(θ0)
+

p∗∑
i=1

si
y2
t−k−i
k+iht

+

q∗∑
j=1

sp∗+j

∞∑
`=1

φ0`

y2
t−k−j−`
k+j+`ht


and

r
(u)
t,n0

=
∞∑
k=0

eT1B
k
0e1

s0 +
∑q∗

j=1 sp∗+jφn00

ht
+

p∗∑
i=1

si
y2
t−k−i,n0

k+iht
+

q∗∑
j=1

sp∗+j

∞∑
`=1

φn0`

y2
t−k−j−`,n0

k+j+`ht


and that the processes {r(l)

t,n} and {r(u)
t,n } satisfy Assumption 7, where r(l)

t,n and r(u)
t,n are defined

by replacing all n with n0 on the right-hand sides of the above expressions as well as in the kht
and the kht for all k. Moreover, for any m > 0, we can show that E{(r(u)

t,n0
)m} <∞. �
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Proof of Theorem 3. As in the proof of Theorem 1, we first establish two intermediate results:470

n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)−Gn(|ε̂t|)Gn(|ε̂t−k|)

}
−κ
{
d∗T0 n1/2(θ̂n − θ0)− v∗0

}
= op(1), (S49)

n−1/2
n∑

t=k+1

{Gn(|ε̂t|)Gn(|ε̂t−k|)−Gn(|εt|)Gn(|εt−k|)}

+ 0·5κ
{

(d∗0 + d∗k)
Tn1/2(θ̂n − θ0)− (v∗0 + v∗k)

}
= op(1) (S50)

for any positive integer k, where, for k > 1, d∗k is defined as in the proof of Theorem 1 and475

v∗k = E{G(|εt−k|)rt}.
To prove (S49), let W̃t = Gn(|ε̂t|) + |ε̂t|g(|ε̂t|){d∗T0 (θ̂n − θ0)− n−1/2v∗0}. Applying

Lemma S6 with wt ≡ 1, we have n1/2 max16t6n |Ĝn(|ε̂t|)− W̃t| = op(1), which implies

n−1/2
n∑

t=k+1

{
Ĝn(|ε̂t|)Ĝn(|ε̂t−k|)− W̃tW̃t−k

}
= op(1).

Hence, to prove (S49), it remains to show that

n−1/2
n∑

t=k+1

{
W̃tW̃t−k −Gn(|ε̂t|)Gn(|ε̂t−k|)

}
− κ

{
d∗T0 n1/2(θ̂n − θ0)− v∗0

}
= op(1).

(S51)
Notice first that (S6) holds underH1n by the same arguments as those in the proof of Theorem 1.480

Moreover, for any A > 0 and n > n0, by (S88), (S90), (S91) and Lemma S5 we have

sup
‖u‖6A

sup
06x<∞

1

n

n∑
t=1

∣∣∣G{xZ̃t,n(u)} −G(x)
∣∣∣

6
C

n

n∑
t=1

ρtζ1 +
C

n3/2

n∑
t=1

{
sup
n>n0

sup
θ∈Θ

∥∥∥∥ 1

ht,n(θ)

∂ht,n(θ)

∂θ

∥∥∥∥+ r
(u)
t,n0

}
= Op(n−1/2),

where Z̃t,n(u) is defined in (S86). This, together with the fact that n1/2(θ̂n − θ0) = Op(1), im-
plies that (S7) also holds under H1n, and hence so does (S8). In addition, by (S43) and a method485

similar to that for (S9), we can show that

sup
θ∈Θ

1

n

n∑
t=1

∣∣|ε̃t,n(θ)|g{|ε̃t,n(θ)|} − |εt,n(θ)|g{|εt,n(θ)|}
∣∣ = op(1), (S52)

which, combined with (S94), establishes (S10) under H1n. As a result, (S11) holds under H1n.
Then, by a method similar to that for (S4), we can readily verify (S51) and hence (S49).

Furthermore, (S50) can be proved along the lines of (S2) in the proof of Theorem 1, while here
we apply Lemmas S6 and S7 with wt = G(|εt−k|) and wt = G(|εt+k|), respectively. Finally, by490

a method similar to that in the proof of Theorem 1, we obtain

n1/2γ̂k = 0·5κ
{

(d∗0 − d∗k)Tn1/2(θ̂n − θ0)− (v∗0 − v∗k)
}

+ n1/2γk + op(1),
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where γk is defined as in the proof of Theorem 1, and similarly γ̂0 = γ0 + op(1) = 1/12 +
op(1). Applying Slutsky’s lemma, the martingale central limit theorem and the Cramér–Wold
device, we accomplish the proof of this theorem. �

Proof of Theorem 4. By a method similar to that used for Theorems 2 and 3, we can show 495

that n1/2γ̂Ψ
k = n1/2γΨ

k + 0·5κΨ{dΨ
k n

1/2(θ̂n − θ0)− vΨ
k }+ op(1) for k > 1 and similarly ver-

ify that γ̂Ψ
0 = γΨ

0 + op(1) = σ2
Ψ + op(1) underH1n. By Slutsky’s lemma, the martingale central

limit theorem and the Cramér–Wold device, we complete the proof of this theorem. �

S5·2. Proof of Lemma S3
First note that model (1) can be viewed as a GARCH(p∗ + 1, q∗ + 1) model with α01 = 0 for 500

p < i 6 p∗ + 1 and β0j = 0 for q < j 6 q∗ + 1. Let m = p∗ + q∗ + 1, and define the m×m
matrix A∗0t written in block form by

A∗0t =


%∗T0t β0q∗+1 αT

02:p∗ α0p∗+1

Iq∗ 0 0 0
ε2
t e

T
1 0 0 0

0 0 Ip∗−1 0

 ,

where %∗0t = (β01 + α01ε
2
t , β02, . . . , β0q∗)

T, α02:p∗ = (α02, . . . , α0p∗)
T, Ik is the k × k identity

matrix, and 0 denotes a zero vector or matrix with compatible dimensions. By Bougerol & Picard
(1992), {yt} is a strictly stationary solution to model (1) if and only if γ(A∗0) < 0, where 505

γ(A∗0) = inf
06t<∞

(t+ 1)−1E(log ‖A∗00 · · ·A∗0t‖);

see also Berkes et al. (2003). Let zt,n = (ht,n, . . . , ht−q∗,n, y
2
t−1,n, . . . , y

2
t−p∗,n)T and zt =

(ht, . . . , ht−q∗ , y
2
t−1, . . . , y

2
t−p∗)

T. Then the equations in (1) and (6) can be written equiva-
lently as zt+1 = A∗0tzt + ω0e1 and zt+1,n = A∗0tzt,n + (ω0 + n−1/2st,n)e1, respectively. Con-
sequently,

zt+1,n − zt+1 = A∗0t(zt,n − zt) + n−1/2st,ne1, (S53) 510

zt+1,n − zt+1,n+1 = A∗0t(zt,n − zt,n+1) + n−1/2(st,n − st,n+1)e1. (S54)

For any x = (x1, . . . , xm)T ∈ [0,∞)m, define the function s̃ by s̃(x) = s(x2, . . . , xm); then by
Assumption 5 we have ∇s̃(x) = (0,∇s(x2, . . . , xm)T)T > 0, where ∇s̃ is the gradient of s̃.
Define the m×m matrix D(x) = (∇s̃(x), 0m×(m−1))

T, where 0m×(m−1) is an m× (m− 1)
zero matrix. Notice that st = s̃(zt) and st,n = s̃(zt,n). It follows from (S53), (S54) and Taylor 515

expansion that

zt+1,n − zt+1 =
st√
n
e1 +

{
A∗0t +

D(z∗t,n)
√
n

}
(zt,n − zt), (S55)

zt+1,n − zt+1,n+1 =

{
st,n√
n
− st,n√

n+ 1

}
e1 +

{
A∗0t +

D(z∗∗t,n)
√
n+ 1

}
(zt,n − zt,n+1), (S56)

where z∗t,n is between zt,n and zt, and z∗∗t,n is between zt,n and zt,n+1. Note that, by Assumptions 1
and 6, zt and zt,n are almost surely finite for any n > n0 and for all t. Since st, st,n, D and A∗0t 520

are all nonnegative, the recursive equations (S55) and (S56) imply that

zt 6 zt,n+1 6 zt,n
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for any n > n0 and for all t. Moreover, by iterating (S53), we have

0 6 lim sup
n→∞

(zt+1,n − zt+1) = lim sup
n→∞

n−1/2
(
st,n +

∞∑
k=0

A∗0t · · ·A∗0t−kst−k−1,n

)
e1

6 lim sup
n→∞

n−1/2
(
st,n0 +

∞∑
k=0

A∗0t · · ·A∗0t−kst−k−1,n0

)
e1 = 0

with probability 1, where we have used the facts that γ(A∗0) < 0 and E(sδ0t,n0
) <∞. Fi-525

nally, by iterating zt+1,n0 = A∗0tzt,n0 + (ω0 + n
−1/2
0 st,n0)e1, we have that zt+1,n0 = (ω0 +

n
−1/2
0 st,n0)e1 +

∑∞
k=0A

∗
0t · · ·A∗0t−k(ω0 + n

−1/2
0 st−k−1,n0)e1. Then, along the lines of the

proof of Lemma 2.3 in Berkes et al. (2003), we can show that there exists 0 < ι1 < min(δ0, 1)
such that E(‖zt,n0‖ι1) <∞. This completes the proof of the lemma.

S5·3. Proof of Lemma S4530

One can see from (S70) that ht,n(θ) can be written in the form

ht,n(θ) = φ0 +

∞∑
`=1

φ`y
2
t−`,n,

where

φ0 = ω

/(
1−

q∑
j=1

βj

)
, φ` =

min(`,p)∑
i=1

eT1B
`−ie1αi (` = 1, 2, . . .). (S57)

To prove (b), we first introduce the following notation:

kht,n(θ) = φ0 + φky
2
t−k,n0

+
∞∑

`=1,` 6=k
φ`y

2
t−`,n,

kht,n(θ) = φ0 + φky
2
t−k +

∞∑
`=1,`6=k

φ`y
2
t−`,n,

kht(θ) = φ0 + φky
2
t−k,n0

+

∞∑
`=1,` 6=k

φ`y
2
t−`,

kht(θ) = φ0 + φky
2
t−k +

∞∑
`=1,`6=k

φ`y
2
t−`,n0

.535

Consider y2
t−k,n/ht,n(θ) as a function of y2

t−k,n, which has the form x 7→ x/(a+ bx) for some
a > 0 and b > 0. Since this function is increasing on (0,∞) and y2

t−k 6 y
2
t−k,n 6 y

2
t−k,n0

for
any n > n0, we have y2

t−k/
kht,n(θ) 6 y2

t−k,n/ht,n(θ) 6 y2
t−k,n0

/kht,n(θ), which, together with
the facts that kht,n(θ) 6 kht(θ) and kht,n(θ) > kht(θ), implies

y2
t−k

kht(θ)
6

y2
t−k,n

ht,n(θ)
6
y2
t−k,n0

kht(θ)
. (S58)

Moreover, for any n > n0, since y2
t 6 y

2
t,n 6 y

2
t,n0

,540

ht(θ) 6 ht,n(θ) 6 ht,n0(θ). (S59)
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As a result, by (S58), (S59) and (S75), for any n > n0 we have

1

ht,n(θ)

∂ht,n(θ)

∂βj
>
∞∑
k=1

eT1B
(j)
k e1

{
ω

ht,n0(θ)
+

p∑
i=1

αi
y2
t−k−i

k+iht(θ)

}
, (S60)

1

ht,n(θ)

∂ht,n(θ)

∂βj
6
∞∑
k=1

eT1B
(j)
k e1

{
ω

ht(θ)
+

p∑
i=1

αi
y2
t−k−i,n0

k+iht(θ)

}
. (S61)

Similarly, we can obtain lower and upper bounds for the rest of the elements of
h−1
t,n(θ)∂ht,n(θ)/∂θ for n > n0: 545

1

ht,n0(θ)

∞∑
k=0

eT1B
ke1 6

1

ht,n(θ)

∂ht,n(θ)

∂ω
6

1

ht(θ)

∞∑
k=0

eT1B
ke1, (S62)

∞∑
k=0

eT1B
ke1

y2
t−k−i

k+iht(θ)
6

1

ht,n(θ)

∂ht,n(θ)

∂αi
6
∞∑
k=0

eT1B
ke1

y2
t−k−i,n0

k+iht(θ)
. (S63)

Denote by {Y (1l)
t,n0
} and {Y (1u)

t,n0
} the lower and upper bounds, respectively, in (S60)–(S63) evalu-

ated at θ = θ0. It can be verified that both processes are strictly stationary and ergodic and that
for any n > n0, 550

0 6 Y (1l)
t,n0
6

1

ht,n(θ0)

∂ht,n(θ0)

∂θ
6 Y (1u)

t,n0
.

Moreover, by Lemma S3, we have that for each fixed t, {Y (1l)
t,n } is a monotone increasing se-

quence, {Y (1u)
t,n } is a monotone decreasing sequence, and

lim
n→∞

Y
(1l)
t,n = lim

n→∞
Y

(1u)
t,n =

1

ht

∂ht(θ0)

∂θ

with probability 1.
Turning now to the second-order derivatives, by (S58), (S59), (S79) and (S80), we can simi-

larly show that for any n > n0, 555

1

ht,n(θ)

∂2ht,n(θ)

∂βj∂βj′
>
∞∑
k=1

eT1B
(j,j′)
k e1

{
ω

ht,n0(θ)
+

p∑
i=1

αi
y2
t−k−i

k+iht(θ)

}
, (S64)

1

ht,n(θ)

∂2ht,n(θ)

∂βj∂βj′
6
∞∑
k=1

eT1B
(j,j′)
k e1

{
ω

ht(θ)
+

p∑
i=1

αi
y2
t−k−i,n0

k+iht(θ)

}
(S65)

and

1

ht,n0(θ)

∞∑
k=0

eT1B
(j)
k e1 6

1

ht,n(θ)

∂2ht,n(θ)

∂ω∂βj
6

1

ht(θ)

∞∑
k=0

eT1B
(j)
k e1, (S66)

∞∑
k=0

eT1B
(j)
k e1

y2
t−k−i

k+iht(θ)
6

1

ht,n(θ)

∂2ht,n(θ)

∂αi∂βj
6
∞∑
k=0

eT1B
(j)
k e1

y2
t−k−i,n0

k+iht(θ)
. (S67) 560

Denote by {Y (2l)
t,n0
} and {Y (2u)

t,n0
} the lower and upper bounds, respectively, in (S64)–(S67) eval-

uated at θ = θ0. In a similar way, one can show that both processes are strictly stationary and



28 Y. ZHENG, W. K. LI AND G. LI

ergodic and, for any n > n0,

0 6 Y (2l)
t,n0
6

1

ht,n(θ0)

∂2ht,n(θ0)

∂θ∂θT
6 Y (2u)

t,n0
.

Again, it follows from Lemma S3 that for each fixed t, {Y (2l)
t,n } is monotone increasing, {Y (2u)

t,n }
is monotone decreasing, and565

lim
n→∞

Y
(2l)
t,n = lim

n→∞
Y

(2u)
t,n =

1

ht

∂2ht(θ0)

∂θ∂θT

with probability 1. In addition, the facts thatE(‖Y (1u)
t,n0
‖m) <∞ andE(‖Y (2u)

t,n0
‖m) <∞ for any

m > 0 are implied by the proof of Lemma S5. This completes the proof of Lemma S4.

S5·4. Proof of Lemma S5
Proof of (a): For any θ ∈ Θ, we can rewrite ht,n(θ) in vector form as

ht,n(θ)
ht−1,n(θ)

...
ht−q+1,n(θ)

 =


ct,n(θ)

0
...
0

+B


ht−1,n(θ)
ht−2,n(θ)

...
ht−q,n(θ)

 (S68)

where ct,n(θ) = ω +
∑p

i=1 αiy
2
t−i,n and570

B =


β1 . . . βq−1 βq
1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

 .

Let ρ(B) be the spectral radius of the square matrix B. By Assumption 1(iii) we have

sup
θ∈Θ

ρ(B) < 1. (S69)

Hence, iterating (S68) yields

ht,n(θ) =

t−1∑
k=0

eT1B
ke1ct−k,n(θ) + eT1B

te1h0,n(θ) =
∞∑
k=0

eT1B
ke1ct−k,n(θ), (S70)

where the last equality holds almost surely for any n > n0. Similarly, we have

h̃t,n(θ) =

t−p−1∑
k=0

eT1B
ke1ct−k,n(θ) +

t−1∑
k=t−p

eT1B
ke1c̃t−k,n(θ) + eT1B

te1h̃0(θ), (S71)
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where c̃t,n(θ) is obtained by replacing y2
0,n, . . . , y

2
1−p,n with their initial values in ct,n(θ). By

(S69)–(S71), Lemma S3 and the compactness of Θ, we have that for any n > n0, 575

sup
θ∈Θ

∣∣∣ht,n(θ)− h̃t,n(θ)
∣∣∣

6 sup
θ∈Θ

∣∣∣∣∣
p∑
i=1

eT1B
t−ie1{ci,n(θ)− c̃i,n(θ)}+ eT1B

te1

{
h0,n(θ)− h̃0(θ)

}∣∣∣∣∣
6 sup

θ∈Θ

∣∣∣∣∣
p∑
i=1

eT1B
t−ie1{ci,n0(θ) + c̃i,n0(θ)}+ eT1B

te1

{
h0,n0(θ) + h̃0(θ)

}∣∣∣∣∣
6 Cρtζ1, (S72)

where ζ1 is a random variable independent of t and n satisfying E(|ζ1|ι1) <∞ with ι1 defined 580

as in Lemma S3, whence the first result in (S43).
For any j = 1, . . . , q, let I(j) be the q × q matrix whose (1, j)th element is 1 and other ele-

ments are all zero. For any positive integer k, let

B
(j)
k =

k∑
m=1

Bm−1I(j)Bk−m (j = 1, . . . , q). (S73)

Notice that, since βjI(j) 6 B and Θ is compact, we have

B
(j)
k 6

k

βj
Bk 6

k

β
Bk, (S74)

where β = infθ∈Θ min(β1, . . . , βq) > 0. By (S70) we have 585

∂ht,n(θ)

∂ω
=
∞∑
k=0

eT1B
ke1,

∂ht,n(θ)

∂αi
=
∞∑
k=0

eT1B
ke1y

2
t−k−i,n,

∂ht,n(θ)

∂βj
=
∞∑
k=1

eT1B
(j)
k e1ct−k,n(θ).

(S75)

Similarly, using (S71), we have

∂h̃t,n(θ)

∂ω
=

t−p−1∑
k=0

eT1B
ke1 +

t−1∑
k=t−p

eT1B
ke1

∂c̃t−k,n(θ)

∂ω
+ eT1B

te1
∂h̃0(θ)

∂ω
, (S76)

∂h̃t,n(θ)

∂αi
=

t−p−1∑
k=0

eT1B
ke1y

2
t−k−i,n +

t−1∑
k=t−p

eT1B
ke1

∂c̃t−k,n(θ)

∂αi
+ eT1B

te1
∂h̃0(θ)

∂αi
, (S77)

∂h̃t,n(θ)

∂βj
=

t−p−1∑
k=1

eT1B
(j)
k e1ct−k,n(θ) +

t−1∑
k=t−p

eT1B
(j)
k e1c̃t−k,n(θ) + eT1B

(j)
t e1h̃0(θ)

+ eT1B
te1

∂h̃0(θ)

∂βj
. (S78) 590

In view of (S69) and (S74)–(S78), using a method similar to that for (S72), we can prove the
second result in (S43).
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Furthermore, for any positive integer k, let

B
(j,j′)
k =

k∑
m=2

B
(j′)
m−1I

(j)Bk−m +

k−1∑
m=1

Bm−1I(j)B
(j′)
k−m (j = 1, . . . , q; j′ = 1, . . . , q),

where B(j)
k is defined in (S73). From (S75) we have

∂2ht,n(θ)

∂ω2
=
∂2ht,n(θ)

∂ω∂αi
=
∂2ht,n(θ)

∂αi∂αj
= 0,

∂2ht,n(θ)

∂ω∂βj
=
∞∑
k=1

eT1B
(j)
k e1, (S79)595

∂2ht,n(θ)

∂αi∂βj
=
∞∑
k=1

eT1B
(j)
k e1y

2
t−k−i,n,

∂2ht,n(θ)

∂βj∂βj′
=
∞∑
k=2

eT1B
(j,j′)
k e1ct−k,n(θ), (S80)

and the expressions with initial values can be obtained similarly. Note that by (S74) we have

B
(j,j′)
k 6

k(k − 1)

β2 Bk. (S81)

Then, using a method similar to that for (S72), (S44) can also be verified, and so the proof of (a)
is complete.

Proof of (b): First, notice that (S69) implies supθ∈Θ e
T
1B

`e1 6 Cρ` for any integer ` > 0.600

Then, by (S57) we have supθ∈Θ φ` 6 Cρ
` for ` > 0. As a result, for any 0 < δ < 1 and ` > 1,

sup
θ∈Θ

φ`y
2
t−`,n0

`ht(θ)
6

φ`y
2
t−`,n0

ωδ(φ`y
2
t−`,n0

)(1−δ) 6
(Cρ`)δy2δ

t−`,n0

ωδ
, (S82)

where ω = infθ∈Θ ω > 0. Moreover, it follows from (S57), (S61) and (S74) that

sup
n>n0

sup
θ∈Θ

∣∣∣∣ 1

ht,n(θ)

∂ht,n(θ)

∂βj

∣∣∣∣ 6 sup
θ∈Θ

ω

ht(θ)

∞∑
k=1

eT1B
(j)
k e1 + sup

θ∈Θ

∞∑
`=2

min(`,p)∑
i=1

eT1B
(j)
`−ie1αi

y2
t−`,n0

`ht(θ)

6
Cω

ω

∞∑
k=1

kρk +
1

β

∞∑
`=2

` sup
θ∈Θ

 1

`ht(θ)

min(`,p)∑
i=1

eT1B
`−ie1αiy

2
t−`,n0


6 C +

1

β

∞∑
`=2

` sup
θ∈Θ

φ`y
2
t−`,n0

`ht(θ)
, (S83)605

where ω = supθ∈Θ ω ∈ (0,∞). For any m > 0 and δ ∈ (0, ι1/m), where ι1 is defined as in
Lemma S3, by Lemma S3 and the Minkowski inequality we obtain∥∥∥∥∥

∞∑
`=2

`
(Cρ`)δy2δ

t−`,n0

ωδ

∥∥∥∥∥
m

6
Cδ

ωδ

∞∑
`=2

`ρδ`{E(|y2
t−`−i,n0

|δm)}1/m <∞,

which, together with (S82) and (S83), implies

E

{
sup
n>n0

sup
θ∈Θ

∣∣∣∣ 1

ht,n(θ)

∂ht,n(θ)

∂βj

∣∣∣∣m} <∞. (S84)

Similarly, using the upper bounds in (S62), (S63) and (S65)–(S67), we can establish (S45) for
the rest of the quantities. Notice that the foregoing proof implies that E(‖Y (1u)

t,n0
‖m <∞ and610

E(‖Y (2u)
t,n0
‖m) <∞ for any m > 0, since these are the special cases where θ = θ0.
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For the third-order derivatives, in a similar fashion we can first obtain their upper bounds,
which are independent of n as in the proof of Lemma S4, and then verify (S46) along the lines
of the proof of (S84).

Finally, we prove (S47). For any θ ∈ Θ and r > 1, define the set 615

U(r, θ) =

{
θ∗ = (ω∗, α∗1, . . . , α

∗
p, β
∗
1 , . . . , β

∗
q )′ ∈ Θ : max

16j6q

β∗j
βj
6 r

}
.

To prove (S47), it suffices to verify a more general result: for any m > 0, there exists r > 1 such
that

E

[{
sup
n>n0

sup
θ∈Θ

sup
θ∗∈U(r,θ)

ht,n(θ∗)

ht,n(θ)

}m]
<∞. (S85)

Note that for any θ, the set U(r, θ) imposes an upper bound only on the β∗j , while the condition
‖θ1 − θ2‖ 6 c restricts the distance between the parameter vectors θ1 and θ2. For any θ ∈ Θ,
write φ` = φ`(θ) for ` > 0, where φ` is defined in (S57). By the compactness of Θ, we have 620

sup
θ∈Θ

sup
θ∗∈U(r,θ)

φ`(θ
∗)

φ`(θ)
6 Cr`

for any ` > 1, and supθ∈Θ φ0(θ) 6 C. This, together with (S58), implies

sup
n>n0

sup
θ∈Θ

sup
θ∗∈U(r,θ)

ht,n(θ∗)

ht,n(θ)
6
C

ω
+ C

∞∑
`=1

r` sup
θ∈Θ

φ`y
2
t−`,n0

`ht(θ)
.

Then, using (S82) and a method similar to that for (S84), we can show that (S85) holds for r
close enough to 1. This completes the proof of the lemma.

S5·5. Proofs of Lemmas S6 and S7

Let Zt,n = h
1/2
t,n (θ0)/h

1/2
t,n and, for any u ∈ Rp+q+1, 625

Zt,n(u) = h
1/2
t,n (θ0 + n−1/2u)/h

1/2
t,n , Z̃t,n(u) = h̃

1/2
t,n (θ0 + n−1/2u)/h

1/2
t,n . (S86)

Note that ht,n > ht,n(θ0). For simplicity, without causing confusion we shall write, for any u ∈
Rp+q+1,

ht,n(u) = ht,n(θ0 + n−1/2u), h̃t,n(u) = h̃t,n(θ0 + n−1/2u),

εt,n(u) = εt,n(θ0 + n−1/2u), ε̃t,n(u) = ε̃t,n(θ0 + n−1/2u).

LEMMA S8. Suppose that L = sup0<x<∞ xg(x) <∞ and that {wt} is a strictly stationary 630

and ergodic process with wt ∈ Ft−1 and 0 6 wt 6 1 for all t. If Assumptions 1, 3(i) and 5–7
hold with E{(r(u)

t,n0
)2} <∞, then for any A > 0,

sup
‖u‖6A

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

wt

[
I
{
|ε̃t,n(u)| 6 x

}
− I(|εt| 6 x)−G{xZ̃t,n(u)}+G(x)

]∣∣∣∣∣ = op(1).

Proof of Lemma S8. For x ∈ [0,∞) and u ∈ Rp+q+1, let

Hk,n(x, u) =

k∑
t=1

wtφt,n(x, u), φt,n(x, u) = φ1t,n(x, u) + φ2t,n(x, u),
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where

φ1t,n(x, u) = [I{|εt| 6 xZ̃t,n(u)} −G{xZ̃t,n(u)}]− [I{|εt| 6 xZt,n(u)} −G{xZt,n(u)}],635

φ2t,n(x, u) = [I{|εt| 6 xZt,n(u)} −G{xZt,n(u)}]− {I(|εt| 6 x)−G(x)}.

Note that I{|εt| 6 xZ̃t,n(u)} = I{|ε̃t,n(u)| 6 x} and I{|εt| 6 xZt,n(u)} = I{|εt,n(u)| 6 x}.
As in the proof of Lemma S2, we prove this lemma in the following three steps:

(i) For any A > 0, there is a constant C depending on A such that for any 0 < x <∞ and u
satisfying ‖u‖ 6 A, pr{|Hn,n(x, u)| > sn1/2} 6 C/(s4n) for all s > 0.640

(ii) For any ‖u‖ 6 A with A > 0, sup06x<∞ |Hn,n(x, u)| = op(n1/2).
(iii) For any A > 0, sup‖u‖6A sup06x<∞ |Hn,n(x, u)| = op(n1/2).

We first verify (i). Let n be a fixed positive integer. Then for any x > 0 and u ∈ Rp+q+1,
{Hk,n(x, u),Fk, k = 1, . . . , n} is a martingale. Applying Theorem 2.11 in Hall & Heyde (1980)
and arguments similar to those for (S18), we obtain645

E{H4
n,n(x, u)}

6 C

∥∥∥∥∥
n∑
t=1

∣∣∣G{xZ̃t,n(u)} −G{xZt,n(u)}
∣∣∣∥∥∥∥∥

2

2

+

∥∥∥∥∥
n∑
t=1

∣∣G{xZt,n(u)} −G(x)
∣∣∥∥∥∥∥

2

2

+ 1

 .
(S87)

Similarly to (S19), by Taylor expansion and (S43) we can show that for any n > n0,

sup
‖u‖6A

sup
06x<∞

∣∣∣G{xZ̃t,n(u)} −G{xZt,n(u)}
∣∣∣

= sup
‖u‖6A

sup
06x<∞

0·5x
h

1/2
t,n h

∗1/2
t,n

g

(
xh
∗1/2
t,n

h
1/2
t,n

)∣∣h̃t,n(u)− ht,n(u)
∣∣ 6 0·5L

ω
Cρtζ1, (S88)

where h∗t,n is between h̃t,n(u) and ht,n(u), and ω = infθ∈Θ ω > 0. This implies that∥∥∥∥∥
n∑
t=1

∣∣∣G{xZ̃t,n(u)} −G{xZt,n(u)}
∣∣∣∥∥∥∥∥

2

6
n∑
t=1

∥∥∥G{xZ̃t,n(u)} −G{xZt,n(u)}
∥∥∥

2
6 C. (S89)

Similarly to (S21), for any n > n0 we have650

sup
‖u‖6A

sup
06x<∞

∣∣G{xZt,n(u)} −G(xZt,n)
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=
0·5
n1/2

sup
06x<∞

∣∣∣∣∣ x

h
1/2
t,n

g

{
xh

1/2
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h
1/2
t,n

}
uT

h
1/2
t,n (θ∗)

∂ht,n(θ∗)

∂θ

∣∣∣∣∣
6

0·5AL
n1/2

sup
n>n0

sup
θ∈Θ

∥∥∥∥ 1

ht,n(θ)

∂ht,n(θ)

∂θ

∥∥∥∥ , (S90)

where θ∗ is between θ0 and θ0 + n−1/2u. Moreover, by Taylor expansion and Assumption 7, for
any n > n0 we have655

sup
06x<∞

∣∣G(xZt,n)−G(x)
∣∣ 6 0·5 sup

06x<∞

x

h
1/2
t,n

g

(
xh
∗1/2
t,n

h
1/2
t,n

)
ht,n − ht,n(θ0)

h
∗1/2
t,n

6
0·5L
n1/2

r
(u)
t,n0

,

(S91)
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where ht,n(θ0) 6 h∗t,n 6 ht,n. Then, using (S90), (S91), (S45), the fact that E{(r(u)
t,n0

)2} <∞
and Minkowski’s inequality, we have that for n large enough,∥∥∥∥∥

n∑
t=1

∣∣G{xZt,n(u)} −G(x)
∣∣∥∥∥∥∥

2

6 Cn1/2. (S92)

Combining (S87), (S89) and (S92) and applying the Markov inequality, we establish (i).
The proof of (ii) can be accomplished along the lines of (ii) in the proof of Lemma S2. Simi-

larly to (S26), we have 660

sup
06x<∞

|Hn,n(x, u)| 6 3Ã1n + 2Ã2n +A3n + Ã4n +A5n,

where A3n and A5n are defined as in (S26) and

Ã1n = max
16j6N

|Hn,n(xj , u)|, Ã2n = max
26j6N

n∑
t=1

wt

∣∣∣G{xjZ̃t,n(u)} −G{xjZt,n(u)}
∣∣∣ ,

Ã4n = max
16j6N

n∑
t=1

wt
[
G{xj+1Zt,n(u)} −G{xjZt,n(u)}

]
.

It is implied by the intermediate result (i) that Ã1n = op(n1/2), and by (S88) that Ã2n = Op(1).
Moreover, following arguments similar to those used for A4n in the proof of Lemma S2, to- 665

gether with (S90) and (S91), we can show that Ã4n = ∆Op(n1/2). Combining these with the
established results for A3n and A5n, we complete the proof of (ii).

Finally, (iii) can be readily verified in a similar way to that in the proof of Lemma S2, with all
Zt(u) and Z̃t(u) being replaced by Zt,n(u) and Z̃t,n(u), respectively; the lemma thus follows.�

Proof of Lemma S6. The proof of this lemma resembles that of Lemma A1. In view of 670

Lemma S8, (S88) and the fact that n1/2(θ̂n − θ0) = Op(1), it remains to show that for any
A > 0,

sup
06x<∞

sup
‖u‖6A

∣∣∣∣∣n−1/2
n∑
t=1

wt
[
G{xZt,n(u)} −G(x)

]
− 0·5xg(x)(dT

wu− vw)

∣∣∣∣∣ = op(1). (S93)

By Assumption 3, for any ∆ > 0 we can choose 0 < C1 < C2 <∞ such that
sup0<x62C1

xg(x) 6 ∆ and supC2/26x<∞ xg(x) 6 ∆. By Taylor expansion and Assumption 7,
for any n > n0 we have 675
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‖u‖6A

|Zt,n(u)− 1| 6 sup
‖u‖6A

|Zt,n(u)− Zt,n|+ |Zt,n − 1|
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6
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h
1/2
t,n (θ0)

sup
n>n0
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θ∈Θ
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ht,n(θ)

∂ht,n(θ)

∂θ
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0·5
n1/2

r
(u)
t,n0

,

where θ∗ is between θ0 and θ0 + n−1/2u, and ht,n(θ0) 6 h∗t,n 6 ht,n. Then, by (S45), (S47), As-

sumption 3 and the fact that E{(r(u)
t,n0

)4+δ1} <∞ with δ1 > 0, together with arguments similar 680
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to those for (S37) in the proof of Lemma A1, we can show that

sup
06x<∞

max
16t6n

sup
‖u‖6A

∣∣xZt,n(u)g{xZt,n(u)} − xg(x)
∣∣ = op(1). (S94)

On the other hand, by Lemma S5(b), (S45), the ergodic theorem and the monotone convergence
theorem, we can show that

sup
‖u‖6A

∥∥∥∥∥ 1

n

n∑
t=1

wt
ht,n(u)

∂ht,n(u)

∂θ
− dw

∥∥∥∥∥ = op(1). (S95)

Similarly, it can be verified that∣∣∣∣∣ 1n
n∑
t=1

wtrt,n
ht,n(θ0)

h∗t,n
− vw

∣∣∣∣∣ = op(1) (S96)

for {h∗t,n} satisfying ht,n(θ0) 6 h∗t,n 6 ht,n.685

Finally, by (S94)–(S96) and the Taylor expansions in (S90) and (S91), we have
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sup
‖u‖6A
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]
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06x<∞
sup
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T
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+ sup
06x<∞

∣∣∣∣∣−0·5
n

n∑
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xZ∗t,ng(xZ∗t,n)wtrt,n
ht,n(θ0)

h∗t,n
+ 0·5xg(x)vw

∣∣∣∣∣
= op(1),

where u∗ is between zero and u, ht,n(θ0) 6 h∗t,n 6 ht,n and Z∗t,n = h
∗1/2
t,n /h

1/2
t,n . This proves

(S93) and hence the lemma. �

Proof of Lemma S7. By Lemma S6,695

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

{
I(|ε̂t| 6 x)− I(|εt| 6 x)

}
− xg(x)

{
d∗T0 n1/2(θ̂n − θ0)− v∗0

}∣∣∣∣∣ = op(1),

where ε̂t = ε̃t,n(θ̂n). Hence we only need to show that for any A > 0,

sup
‖u‖6A

sup
06x<∞

∣∣∣∣∣n−1/2
n∑
t=1

{wt − E(wt)}
[
I{|ε̃t,n(u)| 6 x} − I(|εt| 6 x)

]∣∣∣∣∣ = op(1).
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This can be accomplished by verifying steps (i)–(iii) as in the proof of Lemma S6 for H̃n,n(x, u),
where

H̃k,n(x, u) =
k∑
t=1

{wt − E(wt)}φ̃t,n(x, u), φ̃t,n(x, u) = φ̃1t,n(x, u) + φ̃2t,n(x, u),

with

φ̃1t,n(x, u) = I{|εt| 6 xZ̃t,n(u)} − I{|εt| 6 xZt,n(u)}, 700

φ̃2t,n(x, u) = I{|εt| 6 xZt,n(u)} − I(|εt| 6 x).

Along the lines of the proof of (S39) and using methods similar to those in the proof of
Lemma S6, we can readily establish (i)–(iii) and thereby complete the proof of this lemma. �

S6. PROOFS OF THEOREMS 5 AND 6
S6·1. Proof of Theorem 5 705

Strong consistency: Write

l̃t,n(θ) = log h̃
1/2
t,n (θ) +

|yt,n|
h̃

1/2
t,n (θ)

, lt(θ) = log h
1/2
t (θ) +

|yt|
h

1/2
t (θ)

,

where {yt,n} is generated by (6) and {yt} is generated by (1). Define lt,n(θ) by replacing h̃t,n(θ)

with ht,n(θ) in l̃t,n(θ). Let L̃n(θ) = n−1
∑n

t=1 l̃t,n(θ) and Ln(θ) = n−1
∑n

t=1 lt,n(θ).
To show the strong consistency, as in Huber (1967) and Francq & Zakoı̈an (2004) it suffices

to establish the following intermediate results: 710

(C-i) supθ∈Θ |Ln(θ)− L̃n(θ)| → 0 almost surely as n→∞.
(C-ii) Ln(θ0)→ E{lt(θ0)} almost surely as n→∞.
(C-iii) E{|lt(θ0)|} <∞, and if θ 6= θ0 then E{lt(θ)} > E{lt(θ0)}.
(C-iv) For any θ 6= θ0, there exists a neighbourhood V (θ) such that, with probability 1,

lim inf
n→∞

inf
θ∗∈V (θ)

L̃n(θ∗) > E{lt(θ0)}.

We first prove (C-i). By Taylor expansion and (S43), we can show that for any n > n0, 715

sup
θ∈Θ

∣∣∣Ln(θ)− L̃n(θ)
∣∣∣ 6 1

n

n∑
t=1

(
1

2ω
+
|yt,n0 |
2ω3/2

)
sup
θ∈Θ

∣∣∣ht,n(θ)− h̃t,n(θ)
∣∣∣

6
C

n

n∑
t=1

(1 + |yt,n0 |)ρtζ1.

By the Cesàro lemma as in the proof of Theorem 2.1 in Francq & Zakoı̈an (2004), to prove (C-i)
it suffices to show that (1 + |yt,n0 |)ρtζ1 → 0 almost surely as t→∞. By the Markov inequality
and Lemma S3, we have that for any ε > 0, 720

∞∑
t=1

pr
{

(1 + |yt,n0 |)ρtζ1 > ε
}
6
∞∑
t=1

E{(1 + |yt,n0 |)ι1ρι1tζ
ι1
1 }

ει1
<∞,

which, together with the Borel–Cantelli lemma, implies (C-i).
For (C-ii), by the ergodic theorem, it suffices to show that n−1

∑n
t=1 |lt,n(θ0)− lt(θ0)| → 0

almost surely as n→∞. By Taylor expansion, Lemma S3, (S59) and the ergodic theorem, we
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have

lim sup
n→∞

1

n

n∑
t=1

|lt,n(θ0)− lt(θ0)|725

6 lim sup
n→∞

1

n

n∑
t=1

log
h

1/2
t,n (θ0)

h
1/2
t

+ lim sup
n→∞

1

n

n∑
t=1

|εt|
2

ht,n − ht,n(θ0)

h
1/2
t,n (θ0)h

∗1/2
t,n

6 lim sup
n→∞

1

2n

n∑
t=1

log
ht,n0(θ0)

ht
+ lim sup

n→∞

1

2n3/2

n∑
t=1

|εt|r(u)
t,n0

=
1

2
E

{
log

ht,n0(θ0)

ht

}
(S97)

with probability 1, where ht,n(θ0) 6 h∗t,n 6 ht,n; in the last equality we have used the facts that

E[log{ht,n0(θ0)/ht}] 6 ι−1
1 logE{hι1t,n0

(θ0)} − logω <∞ andE{|εt|r(u)
t,n0
} = E(r

(u)
t,n0

) <∞.730

Applying the monotone convergence theorem, we have that the expectation in (S97) converges
to zero almost surely as n0 →∞. This establishes (C-ii).

Now we prove (C-iii). First note that E{|lt(θ0)|} <∞, since 0·5 logω + 1 6 E{lt(θ0)} =
0·5E(log ht) + 1 <∞. In addition, using the fact that x− 1 > log x for any x > 0, with equal-
ity if and only if x = 1, we have735

E{lt(θ)} − E{lt(θ0)} =
1

2
E

{
log

ht(θ)

ht

}
+ E

{
h

1/2
t

h
1/2
t (θ)

− 1

}

>
1

2
E

{
log

ht(θ)

ht

}
+

1

2
E

{
log

ht
ht(θ)

}
= 0,

where equality holds if and only if ht(θ) = ht with probability 1. From the proof of Theorem 2.1
in Francq & Zakoı̈an (2004), there exists t ∈ Z such that ht(θ) = ht with probability 1 if and
only if θ = θ0. Hence (C-iii) follows.740

Next we prove (C-iv). For any θ ∈ Θ and any positive integer k, let Vk(θ) be the open ball
with centre θ and radius 1/k. It follows from (C-i) that

lim inf
n→∞

inf
θ∗∈Vk(θ)

L̃n(θ) > lim inf
n→∞

inf
θ∗∈Vk(θ)

Ln(θ)− lim sup
n→∞

sup
θ∈Θ

∣∣∣Ln(θ)− L̃n(θ)
∣∣∣

> lim inf
n→∞

1

n

n∑
t=1

inf
θ∗∈Vk(θ)

lt,n(θ∗).

Moreover, by (S59) and Lemma S3,745

lim inf
n→∞

1

n

n∑
t=1

inf
θ∗∈Vk(θ)

lt,n(θ∗) = lim inf
n→∞

1

n

n∑
t=1

inf
θ∗∈Vk(θ)

{
1

2
log ht,n(θ∗) +

|yt,n|
h

1/2
t,n (θ∗)

}

> lim inf
n→∞

1

n

n∑
t=1

inf
θ∗∈Vk(θ)

{
1

2
log ht(θ

∗) +
|yt|

h
1/2
t,n0

(θ∗)

}

= E

[
inf

θ∗∈Vk(θ)

{
1

2
log ht(θ

∗) +
|yt|

h
1/2
t,n0

(θ∗)

}]
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with probability 1, where we have used the ergodic theorem as in Francq & Zakoı̈an (2004): if
{Xt} is a stationary and ergodic process such that E(Xt) ∈ R ∪ {+∞}, then n−1

∑n
t=1Xt → 750

E(Xt) almost surely as n→∞. By the monotone convergence theorem, the expectation in the
last equality increases toE{lt(θ)} as k and n0 tend to∞. In view of (C-iii), (C-vi) holds. Finally,
by a standard compactness argument, we establish strong consistency.

Asymptotic normality: In view of the Taylor expansion

0 = n−1/2
n∑
t=1

∂l̃t,n(θ̂n)

∂θ
= n−1/2

n∑
t=1

∂l̃t,n(θ0)

∂θ
+

{
1

n

n∑
t=1

∂2 l̃t,n(θ∗)

∂θ∂θT

}
n1/2(θ̂n − θ0),

where θ∗ is between θ̂n and θ0, we first establish the following intermediate results: 755

(AN-i) ‖n−1/2
∑n

t=1{∂lt,n(θ0)/∂θ − ∂l̃t,n(θ0)/∂θ}‖ → 0 in probability as n→∞, and there
exists a neighbourhood V (θ0) of θ0 such that supθ∈V (θ0) ‖n−1

∑n
t=1{∂2lt,n(θ)/(∂θ∂θT)−

∂2 l̃t,n(θ)/(∂θ∂θT)}‖ → 0 in probability as n→∞.
(AN-ii) n−1/2

∑n
t=1 ∂lt,n(θ0)/∂θ → N [−λ/4, {E(ε2

t )− 1}J/4] in distribution as n→∞.
(AN-iii) n−1

∑n
t=1 ∂

2lt,n(θ∗)/(∂θ∂θT)→ J/4 in probability as n→∞. 760

Note that the matrix J is positive definite (Francq & Zakoı̈an, 2004). In addition, the deriva-
tives of lt,n(θ) are as follows:

∂lt,n(θ)

∂θ
=

1

2

{
1− |yt,n|

h
1/2
t,n (θ)

}
1

ht,n(θ)

∂ht,n(θ)

∂θ
,

∂2lt,n(θ)

∂θ∂θT
=

1

2

{
1− |yt,n|

h
1/2
t,n (θ)

}
1

ht,n(θ)

∂2ht,n(θ)

∂θ∂θT
+

{
3

4

|yt,n|
h

1/2
t,n (θ)

− 1

2

}
1

h2
t,n(θ)

∂ht,n(θ)

∂θ

∂ht,n(θ)

∂θT
.

By a method similar to that for verifying (C-i) above, we can show that for any n > n0, 765

‖n−1/2
∑n

t=1{∂lt,n(θ0)/∂θ − ∂l̃t,n(θ0)/∂θ}‖ is bounded above by

Cn−1/2
n∑
t=1

(1 + |yt,n0 |)
(

1 +
∥∥Y (1u)

t,n0

∥∥) ρtζ1

and supθ∈V (θ0) ‖n−1
∑n

t=1{∂2lt,n(θ)/(∂θ∂θT)− ∂2 l̃t,n(θ)/(∂θ∂θT)}‖ is bounded above by

C

n

n∑
t=1

(1 + |yt,n0 |)

(
1 + sup

n>n0

sup
θ∈Θ

∥∥∥∥ 1

ht,n(θ)

∂2ht,n(θ)

∂θ∂θT

∥∥∥∥
+ sup
n>n0

sup
θ∈Θ

∥∥∥∥∥ 1

h2
t,n(θ)

∂ht,n(θ)

∂θ

∂ht,n(θ)

∂θT

∥∥∥∥∥
)
ρtζ1.

As a result, (AN-i) follows from the Markov inequality. 770

Next we verify (AN-ii). By Taylor expansion and an elementary calculation, we can show that

n−1/2
n∑
t=1

∂lt,n(θ0)

∂θ
= n−1/2

n∑
t=1

Xt,n −
1

4n

n∑
t=1

|εt|
rt,n

ht,n(θ0)

∂ht,n(θ0)

∂θ
+Rn, (S98)

where

Xt,n =
1− |εt|

2

1

ht,n(θ0)

∂ht,n(θ0)

∂θ
, Rn =

1

4n3/2

n∑
t=1

|εt|
r2
t,n

ht,n(θ0)

∂ht,n(θ0)

∂θ

{
ht,n(θ0)

h∗t,n

}3/2

,
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with ht,n(θ0) 6 h∗t,n 6 ht,n. Then, by the ergodic theorem we have that for any n > n0,

|Rn| 6
1

n3/2

n∑
t=1

|εt|

∥∥∥∥∥ r2
t,n

ht,n(θ0)

∂ht,n(θ0)

∂θ

∥∥∥∥∥ 6 1

n3/2

n∑
t=1

|εt|
(
r

(u)
t,n0

)2∥∥Y (1u)
t,n0

∥∥ = op(1), (S99)

where we have used (S45) and the fact that E{(r(u)
t,n0

)2+δ1} <∞ for some δ1 > 0.
Notice that {Xt,n,Ft−1}t is a strictly stationary martingale difference withE(Xt,nX

T
t,n) <∞775

for each n > n0. We will next use the Lindeberg central limit theorem for triangular arrays of
martingale differences and the Cramér–Wold device to show that

n−1/2
n∑
t=1

Xt,n → N

[
0,

1

4
{E(ε2

t )− 1}J
]

(S100)

in distribution as n→∞. For c ∈ Rp+q+1, let xt,n = cTXt,n. By the ergodic theorem,

lim sup
n→∞

1

n

n∑
t=1

E(x2
t,n | Ft−1) 6

1

4
{E(ε2

t )− 1}cT lim sup
n→∞

{
1

n

n∑
t=1

Y
(1u)
t,n0

(
Y

(1u)
t,n0

)T}
c

=
1

4
{E(ε2

t )− 1}cTE
{
Y

(1u)
t,n0

(
Y

(1u)
t,n0

)T}
c780

with probability 1. Similarly, we can show that, with probability 1,

lim inf
n→∞

1

n

n∑
t=1

E(x2
t,n | Ft−1) >

1

4
{E(ε2

t )− 1}cTE
{
Y

(1l)
t,n0

(
Y

(1l)
t,n0

)T}
c.

Then it follows from the monotone convergence theorem that

1

n

n∑
t=1

E(x2
t,n | Ft−1)→ 1

4
{E(ε2

t )− 1}cTJc (S101)

almost surely as n→∞. Moreover, by Hölder’s inequality and the Markov inequality, we can
show that for any ε > 0,

1

n

n∑
t=1

E
{
x2
t,nI
(
|xt,n| > n1/2ε

)}
→ 0

as n→∞, where I(·) is the indicator function. Combining this with (S101), by the Lindeberg785

central limit theorem and the Cramér–Wold device we obtain (S100).
In addition, similarly to (S101), we can verify that

− 1

4n

n∑
t=1

|εt|
rt,n

ht,n(θ0)

∂ht,n(θ0)

∂θ
→ −1

4
λ

in probability as n→∞, which, in conjunction with (S98)–(S100), implies (AN-ii).
Now we prove (AN-iii). It is implied by (S46) and the strong consistency of θ̂LQML

n that

1

n

n∑
t=1

∂2lt,n(θ∗)

∂θ∂θT
=

1

n

n∑
t=1

∂2lt,n(θ0)

∂θ∂θT
+ op(1).
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Furthermore, by methods similar to those for (S98) and (S99), we can show that 790

1

n

n∑
t=1

∂2lt,n(θ0)

∂θ∂θT
=

1

n

n∑
t=1

3|εt| − 2
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∂θT
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1− |εt|
2

1

ht,n(θ0)

∂2ht,n(θ0)

∂θ∂θT
+ op(1). (S102)

For the first term on the right-hand side of (S102), by the ergodic theorem we have

lim sup
n→∞

1

n

n∑
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3|εt| − 2
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h2
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795

= E

{
3|εt| − 2

4
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(
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)
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4
I

(
|εt| <

2

3

)
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t,n0

(
Y

(1l)
t,n0

)T}
with probability 1. Then, by the monotone convergence theorem and the fact that εt is indepen-
dent of both Y (1l)

t,n0
and Y (1l)

t,n0
, we have that the sum of the two expectations converges to J/4 as

n0 →∞. Similarly, we can show that

lim inf
n→∞

1

n

n∑
t=1

3|εt| − 2

4

1

h2
t,n(θ0)

∂ht,n(θ0)

∂θ

∂ht,n(θ0)

∂θT
> J/4

with probability 1, and hence the first term on the right-hand side of (S102) converges to J/4 800

almost surely as n→∞. Along the same lines, we can show that the second term on the right-
hand side of (S102) converges to zero almost surely as n→∞. Thus, (AN-iii) holds. Applying
(AN-i)–(AN-iii) and Slutsky’s lemma, we accomplish the proof of the theorem.

S6·2. Proof of Theorem 6
Strong consistency: Write 805

l̃t,n(θ) = | log y2
t,n − log h̃t,n(θ)|, lt(θ) = | log y2

t − log ht(θ)|,

and let lt,n(θ), L̃n(θ) and Ln(θ) be defined in the same way as in the proof of Theorem 5.
The strong consistency can be proved in a similar way to Theorem 5, but unlike the proof of

(C-ii) therein, no moment condition on r(u)
t,n0

will be required. Indeed, for θ̂LAD
n , (S97) will be

replaced by

lim sup
n→∞

1

n

n∑
t=1

|lt,n(θ0)− lt(θ0)| 6 lim sup
n→∞

1

n

n∑
t=1

log
ht,n0

ht
+ lim sup

n→∞

1

n

n∑
t=1

log
ht,n0(θ0)

ht
.

Then, by arguments similar to those following (S97), we can show that the right-hand side con- 810

verges to zero almost surely as n and n0 tend to ∞, without imposing any moment condition
on r(u)

t,n0
. The rest of the proof is standard and proceeds along the same lines as the proof of

Theorem 5.

Asymptotic normality: The proof of asymptotic normality for θ̂LAD
n under H1n mimics

that under H0 accomplished by Chen & Zhu (2015). For any u ∈ Λ = {u : θ0 + u ∈ Θ}, let 815
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D̃n(u) =
∑n

t=1{l̃t,n(θ0 + u)− l̃t,n(θ0)}. Notice that for x 6= 0,

|x− y| − |x| = −y sgn(x) + 2

∫ y

0
{I(x 6 s)− I(x 6 0)} ds,

where sgn(x) = I(x > 0)− I(x < 0); see Knight (1998). Let εt = log ε2
t . Then, by an elemen-

tary calculation, we have

D̃n(u) = −
n∑
t=1

q̃t,n(u) sgn(εt − m̃t,n) + 2

n∑
t=1

∫ q̃t,n(u)

0
Ĩt,n(s) ds,

where q̃t,n(u) = log h̃t,n(θ0 + u)− log h̃t,n(θ0), m̃t,n = log h̃t,n(θ0)− log ht,n, and Ĩt,n(s) =
I(εt 6 s+ m̃t,n)− I(εt 6 m̃t,n).820

We first show that

D̃n(u) = Dn(u) +Op(‖u‖) (S103)

holds uniformly in u ∈ Λ, where

Dn(u) = −
n∑
t=1

qt,n(u) sgn(εt −mt,n) + 2
n∑
t=1

∫ qt,n(u)

0
It,n(s) ds,

with qt,n(u) = log ht,n(θ0 + u)− log ht,n(θ0), mt,n = log ht,n(θ0)− log ht,n, and It,n(s) =
I(εt 6 s+mt,n)− I(εt 6 mt,n).

Note that825

D̃n(u)−Dn(u) = R1n(u) +R2n(u) +R3n(u), (S104)

where

R1n(u) =
n∑
t=1

{qt,n(u)− q̃t,n(u)} sgn(εt − m̃t,n) + 2
n∑
t=1

∫ q̃t,n(u)

qt,n(u)
Ĩt,n(s) ds,

R2n(u) =

n∑
t=1

qt,n(u){sgn(εt −mt,n)− sgn(εt − m̃t,n)},

R3n(u) = 2
n∑
t=1

∫ qt,n(u)

0
{Ĩt,n(s)− It,n(s)}ds.

By (S43), it is straightforward to show that for any n > n0,830

sup
u∈Λ

1

‖u‖
|R1n(u)| 6 3 sup

u∈Λ

1

‖u‖

n∑
t=1

|qt,n(u)− q̃t,n(u)| 6 C
n∑
t=1

ρtζ1 = Op(1). (S105)

Denote by Gε(·) and gε(·) the cumulative distribution function and the density function
of εt, respectively. Notice that gε(x) = 0·5 exp(0·5x)g{exp(0·5x)} for any −∞ < x <∞.
By Assumption 3, we have that gε is continuous on (−∞,∞) with limx→−∞ gε(x) = 0
and limx→∞ gε(x) = 0, which implies sup−∞<x<∞ gε(x) <∞. Then, by Lemma S4, (S43),
Jensen’s inequality and Hölder’s inequality, for any n > n0 and the constant ι1 ∈ (0, 1) defined835
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in Lemma S3 we can show that

E
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}ι1/2]

6 E

[ n∑
t=1

∥∥Y (1u)
t,n0

∥∥{sgn(εt −mt,n)− sgn(εt − m̃t,n)}

]ι1/2
6

n∑
t=1

E
(∥∥Y (1u)

t,n0
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2 sup
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6 C
n∑
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ρι1t/2 <∞.

As a result,

sup
u∈Λ

1

‖u‖
|R2n(u)| = Op(1). (S106)

Similarly, we can show that supu∈Λ |R3n(u)|/‖u‖ = Op(1), which, in conjunction with (S104)–
(S106), implies (S103). 845

Since qt,n(u) = q1t,n(u) + q2t,n(u), where

q1t,n(u) =
uT

ht,n(θ0)

∂ht,n(θ0)

∂θ
,

q2t,n(u) =
uT
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∂ht,n(θ∗)

∂θT

}
u

with θ∗ lying between θ0 and θ0 + u∗, we can decompose Dn(u) as

Dn(u) = (n1/2u)T Tn + Π1n(u) + Π2n(u) + Π3n(u),

where 850

Tn = − 1
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n∑
t=1

sgn(εt −mt,n)
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,
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]
, Π2n(u) =

n∑
t=1
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Π3n(u) = −
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q2t,n(u) sgn(εt −mt,n) + 2
n∑
t=1

∫ qt,n(u)

q1t,n(u)
It,n(s) ds,

with Mt,n(u) = 2
∫ q1t,n(u)

0 It,n(s) ds. Let un = θ̂LAD
n − θ0. By arguments similar to those used

for Lemmas 2.2 and 2.3 in Zhu & Ling (2011), we can show that Π1n(un) = op(n1/2‖un‖+ 855
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n‖un‖2), Π2n(un) = (n1/2un)T{gε(0)J}(n1/2un), and Π3n(un) = op(n‖un‖2). Thus, by
(S103), we have

D̃n(un) = (n1/2u)TTn + (n1/2un)T{gε(0)J}(n1/2un) + op(n1/2‖un‖+ n‖un‖2).

Moreover, by methods similar to those used to show (AN-ii) in the proof of Theorem 5
and the techniques for proving Lemma 2.1 in Zhu & Ling (2011), we can show that Tn →
N [−2gε(0)λ, J ] in distribution as n→∞.860

Finally, since gε(0) = g(1)/2, by applying the arguments for Theorem 2.2 in Zhu & Ling
(2011), we accomplish the proof of this theorem.
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